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Network Best Practices for Mitel Connect ONSITE

Description: This application note discusses various Data Network VoIP topics such as
Understanding VLAN Design, Configuring VLANSs for IP Phones, DHCP, Automatic
VLAN Assignment, QoS Design, Configuring LAN & WAN QoS, AutoQosS, Port
Security and MTU Considerations.

Environment: ST14.2 and earlier — Mitel Connect ONSITE 1.X

Abstract

This application note discusses the use of VLAN’s, DHCP scopes and Quality of Service among other
data networking best practices in conjunction with our UC Voice over IP versions ST14.2 (and earlier)
and Mitel Connect ONSITE 1.X. Network Administrators must consider a multitude of complex
configuration tools and networking parameters when designing a small or large-scale local area network
(LAN) and also remotely connected sites over a wide area network (WAN). With regard to VolIP,
essential tools include the use of Virtual LANs (VLANSs) and Quality of Service (QoS) configurations to
virtually guarantee voice quality over a “best effort” data network, originally developed without voice in
mind until several years later. Please refer to your network equipment manufacturer’'s documentation in
order to apply the ideas and concepts presented in this document to your specific equipment and
environment.
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Selecting Data Networking Equipment for a Mitel Connect Deployment
What Data Network Manufacturers are supported?

Mitel does not endorse any single data network manufacturer over another for use with a Mitel Connect
deployment but compatible equipment manufacturers and models are any that have been certified
through the Mitel TechConnect 3™ party technology partner program or any other major data network
equipment provider that meets the following equipment requirements and deployment best practices.

What are the Data Network Equipment minimum requirements for a Mitel Connect deployment?

1. A ‘managed’ switch or router with GUI or CLI administrative capabilities to configure the
networking device

2. Supports PoE with enough power for all connected IP phones simultaneously (edge data
switches only)

Supports LLDP and LLDP-MED (edge data switches only)
Supports VLAN creation and trunking with 802.1Q VLAN tagging

Supports QoS at layer-2 for edge devices and layers 3 & 4 for core switches and routers, which
include queuing, shaping, selective-dropping, DSCP trust and link-specific policies.

6. Optional high availability and advanced routing, supports Rapid Spanning Tree, VTP, BGP,
OSPF, HSRP, VRRP or similar protocols.

7. Optional DHCP server which can configure option 156 with all necessary tags

Customer Site Cable Plant Requirements

To avoid the possibility of lost packets due to corrupted electrical signals, the Ethernet wire plant and
associated patch cables to each IP-phone, IAD, or network device, should be a minimum of CAT-5 UTP
cable.

Ideally, each station-pull should be certified for conformance to IEEE 802.3 specifications with a
commercially available CAT-5 cable tester. The tester should include conformance tests for db insertion
loss, cross talk, impedance, wire mapping, and capacitance.

Half/Full-Duplex
Ethernet interfaces operate in either half-duplex or full-duplex mode.

In half-duplex mode, only one Ethernet frame can be transmitted across the interface at a time in either
direction. If both devices should begin transmitting frames at the same time, a collision is detected and
both devices abort their transmissions and retry again later. This situation adds delay, at minimum, and
can cause packets to be discarded when excessive collisions occur.

In full-duplex mode, Ethernet frames can be sent in both directions simultaneously, thereby doubling the
available bandwidth and eliminating the possibility of collisions and their associated delays and lost
packets. With VolP networks, it is desirable for all Ethernet interfaces carrying RTP-voice traffic to
operate in full-duplex mode. This is a mandatory requirement for RTP traffic aggregation points, such as
(switch-to) router, firewall, gateway, streaming server, and other-switch interfaces that carry numerous
RTP flows simultaneously.

Auto (Duplex) Negotiation Configuration

Most Ethernet switches and station devices perform automatic duplex negotiation, and default to this
mode of operation. When two auto-negotiating Ethernet devices are first connected, a set of "link code
words" are transmitted by each device, advertising its own speed and duplex capabilities to the other
device.
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Assuming each device successfully receives and understands the link code words of its peer, the two
devices will auto-configure themselves for the best duplex mode possible (e.g. full is preferred instead of
half), and the highest speed possible (e.g. 10/100), that is supported by both. Full duplex via auto
negotiation is the preferred mode of operation for all VOIP Ethernet devices and should be used
wherever possible.

NOTE: If either the switch or station device should fail to receive or understand the link code
words from its peer, (a rare occurrence, but one that does occur) that device will default to
operating in half-duplex mode. However, if the peer should successfully receive and
understand the local devices link code words and the local device has advertised full-duplex
capability, the peer will configure itself to full-duplex, thus resulting in a duplex mismatch
situation. This condition always results in interface errors and dropped packets!

Forced Duplex Configuration

Some auto-negotiating interfaces that should be running full-duplex actually fail to auto negotiate to full-
duplex at both ends. The interface must be force-configured or manually configured to operate in full-
duplex at both ends to work correctly.

NOTE: Forcing a device to operate at a particular speed or duplex mode disables transmission
of the auto-negotiation code words by that device when initially connected to another device.
This prevents the other device from ever being able to auto-negotiate to full-duplex. Therefore, if
either device is forced to operate in full-duplex, the other device must also be forced to operate
in full-duplex as well.

Half Duplex Configuration

Some low-end IP-phone and small-port IAD devices (1 or 2 analog ports) may not support full-duplex
operation and can only operate in half-duplex mode. These are the only devices that should be allowed
to operate half-duplex.

Summary of Valid Duplex Configurations

The following table summarizes all of the different possible duplex configuration modes between
connected Ethernet devices, and their validity as applicable to VOIP applications.

Device-1 Device-2 Validity
Auto-full Auto-full Preferredforall devices
Auto-full Auto-half Invalid — duplex mismatch

produceserrors— Force both ends
tofull-duplex; orif both ends don't
supportforce-full, try a different
model of Ethernet switch.
Forced-full Auto Invalid—No code words sentby
forced end, auto-end defaultsto
half-duplex. Mismatch produces
errors.

Forced-full Forced-full Used as alternative when auto-
auto fails to produce full-full.
Auto-half Auto-half Can be usedto connecta single IP

phone orlow-portiAD device to a
switch. Should never be used at
RTP aggregation points.

Figure 1
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Designing VLANS for VolP
What is a VLAN?

Virtual LANs (i.e. VLANS) are a data networking design construct by which more than one logical layer-2
(i.e. L2) network subnet can exist on a single physical network segment/switch while also separating
layer -2 broadcast domains. In a converged data network containing both voice and data traffic, it is
imperative that the voice and data packets are separated into at least two distinct VLANSs (i.e. a data
VLAN and a voice VLAN). Failure to comply will likely result in poor voice quality, packet loss, client-to-
server communication interruptions or disconnects and lost call control/setup traffic during higher
network traffic conditions.

TIP: Segmenting similar layer-2 traffic into separate subnets/VLANs helps mitigate propagating
unnecessary traffic across too many data switch interfaces resulting in a more congested data
network.

Ethernet uses Carrier Sense Multiple Access with Collision Detection protocol (i.e. CSMA/CD) to
determine when a single Ethernet device on a layer-2 subnet/VLAN can access the media similar to
how a polite conversation works where one speaks and everyone else listening does not speak. Ina
non-switched network, when multiple devices on the subnet need to “speak”, they have to wait their turn
until the one speaking or transmitting packets on the subnet is finished. In a switched network, this is
less of a problem except for broadcast traffic. Transmitting voice traffic is time sensitive and the media
access delay could become too great or too random at times, causing issues with voice. Smaller
VLANSs also control the quantity of MAC addresses that ARP tables, which is a more limited resource for
IP phones, have to store to communicate properly. For example, at a given site, create a data VLAN for
PCs, a separate voice VLAN for all VolP devices which should include ST voice switches, servers and
all IP phones, create a Wi-Fi VLAN for wireless devices, a Printer VLAN for printers, a Server VLAN for
all other servers and etc]

The strategic benefits of placing data and voice traffic in separate VLANSs include:

e Reduction in the number of Ethernet switches required in the network.

e Broadcast packets from the data network are not sent to the voice network.

e Large data traffic flows do not interfere with more time sensitive voice traffic.

e Congestion, packet loss, and viruses on the data network will not affect the voice network.
How to design VLANS into your network?

After understanding the importance of using multiple VLANS, particularly with voice, consider certain
best practices on how to design multiple VLANSs into your network topology effectively. When using
multiple VLANS, at least one data switch at a given site has to have layer-3 IP routing functionality
enabled to route IP traffic between local VLANs. This layer-3 data switch is also referred to generally as
the “core” switch and acts as a hub in a “hub and spoke” LAN topology where the layer-2 VLANSs are the
spokes on the same core switch or are connected to other layer-2 spoke switches via uplinks back to
the layer-3 core switch. In the latter mentioned hub and spoke network topology design with multiple
layer-2 switches, the VLANSs on each layer-2 switch (i.e. the data VLAN and voice VLAN) are “trunked”
or “tagged” back to the core layer-3 switch via its uplink.

IMPORTANT TIP: Avoid “daisy chaining” switches or sites together across the network to keep
from creating potential congestion bottle necks. In other words, L2 switches should connect
using a hierarchal layer, “many-to-one”, directly to the core L3 switch, not “one-to-one-to-one”.
An additional distribution hierarchal layer can be added when the number of layer-2 switches
reach beyond qty. 10 of L2 switches at a site or when all ports have been exhausted on the core
L3 switch by access level L2 switch uplink connections.

960 Stewart Drive Sunnyvale, CA 94085 USA Phone +1.408.331.3300 +1.877.80SHORE Fax +1.408.331.3333 www.mitel.com
5


http://www.mitel.com/

00 Mitel

Powering connections

Access L2 Switches
Small Site Example B : FEes
Collapsed Core/Access Layer Topology cess L2 Switches Access L2 Switches
Med/Large Site Example

Core/Distribution/Access Layer Topology

Figure 2

Now that the voice and data VLAN'’s are directly connected to the core layer-3 switch, IP routing can
occur automatically between any 2 VLANS for all of the trunked layer-2 switches with a properly
configured default gateway or VLAN interface IP on each VLAN.

What is a VLAN Tag or VLAN ID?

The industry standard for VLAN tagging is an IEEE specification called 802.1Q. The device connected
to the VLAN-tagged port, in this case the L3 switch/router, must be capable of understanding 802.1Q
tags and it's network interface must be configured to have VLAN tagging enabled and have specific
VLAN IDs assigned to it per the network hardware manufacturer’s configuration guide documentation.
Each packet is marked within a switch by a VLAN ID number called a VLAN tag (generally a number
between 1 and 4096) to identify the VLAN. The tags are stripped off when the packets are transmitted to
devices connected to standard ports on the switch. These standard ports connected to standard devices
are called “untagged ports”. When assigning more than one VLAN to a single data switch port, the first
or default VLAN is the “untagged” VLAN, typically the data VLAN, and all additional VLANs on the same
port are “tagged”, typically the voice VLAN. Some switch manufacturers refer to a single VLAN on a
port as “untagged” and multiple VLANs on the same port as all “tagged” VLANs. The devices within
each VLAN still need to use a default gateway to be routed to another subnet/VLAN.

IMPORTANT TIP: It is imperative that each VLAN’s Default Gateway be the “VLAN interface IP
address” configured on the layer-3 core switch or in some cases an actual router acting as the
“core” layer-3 routing module. Avoid configuring any default gateway for a site on any firewall,
server, or any other data switching/routing device/appliance other than the designated “core”
layer-3 data switch at each site. Refrain from using the core layer-3 switch’s ip default-gateway
global Cisco command as any subnet’s default gateway. The ip default-gateway global Cisco
command is intended to give administrators an IP address for Telnet administration when not
using a loopback IP address.

How is the VLAN Default Gateway created?

The proper way to set a default gateway for each VLAN on the layer-3 core switch is to assign one IP
address in the VLAN'’s useable IP address range (e.g. 10.X.X.1) to the VLAN interface. When creating
the DHCP scope for a given VLAN, the default router or default gateway for the associated VLAN will be
the IP address of the corresponding ‘VLAN interface’ configured on the layer-3 switch. This allows
routing to occur between VLANSs on the layer-3 switch for a non-routing aware device like a PC, Server,
or IP Phone.
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L3 CORE SWITCH VLAN INTERFACE EXAMPLE

ip routing Default Gateway

lnterface VLAN 10
lip address 10.10.20.1 255.255.255.0 | «—{ Default Gateway

Figure 3

Firewall’s are for security, NOT for LAN routing or switching

When connecting a firewall to the “core” L3 switch for Internet access, a default (static) IP route (e.g. ip
route 0.0.0.0 0.0.0.0 192.168.100.1) in the core switch directed at the firewall’'s next hop interface will
only route Internet traffic to the firewall and keep LAN traffic on the L3 data switch along with the directly
connected VLAN routes or any other static or dynamic local IP routes.

IMPORTANT TIP: Avoid 1) hair-pining LAN traffic through the firewall 2) using the firewall as the
L3 LAN switch or 3) configuring devices to use the firewall’s inside IP address as the LAN'’s
default gateway. This potentially causes inadvertently blocked ports, port buffer overruns/tail
drops, link congestion, one-way audio in certain call scenarios and general voice quality issues.

Internet

Firewall
* LAN Default Gateway
+ Internet Gateway

Firewall
+ Internet Gateway

# Congested Uplink and/or Buffers

Dropped Packets and Delay

Performance Impacting Layer 3/2 Switch
Voice and Data VLAN

Default Gateway

Flat Data Network VLAN Data Network
Firewall - LAN Default Gateway Layer 3/2 Switch — LAN Default Gateway
Not Preferred Design Preferred Design
Figure 4

If the site firewall supports creating multiple VLANs with a L3 routing table, it is recommended to create
a separate VLAN for the firewall uplink between the firewall and the L3 data switch as a point-to-point
VLAN. The VLAN to the firewall should be setup to allow all tagged and untagged packets in order to
not inadvertently drop tagged packets in certain configurations.

TIP: The point-to-point VLAN is a common method to connect separate L3 routing devices that
separates the layer-2 LAN traffic from the firewall for better firewall and LAN performance. It
also better manages IP addressing by using a /30 subnet mask with only 2 useable IP
addresses, one for each side of the point-to-point connection (shown above in Figure 4 as the
purple link in the preferred design. The green and orange links also shown represent the voice
and data VLANS respectively).
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If the firewall doesn’t support the creation of a point-to-point VLAN with the L3 switch, follow the firewall
manufacturer configuration documentation for connecting to a LAN but DO NOT make the configured
inside IP address of the firewall a default gateway for any connected VLAN between the firewall and L3
switch.

When connecting multiple remote sites to a headquarter site, the same “hub and spoke” model applies
with the HQ site being the hub and each remote site being a spoke. Regardless of the type of WAN
connectivity product chosen, which will be discussed in more detail in the following sections, a /30 point-
to-point VLAN across each WAN connection is the ideal configuration to keep layer-2 traffic limited to
each local LAN and for better IP address management.

IMPORTANT TIP: Avoid trunking or tagging any local VLANS (i.e. Data and Voice VLANS) at a
given site across any WAN connection to a remote site. This will eliminate any unnecessary L2
broadcast traffic across the WAN like ARP requests among others.

Each site will have its own Data and Voice VLAN(s) with separate IP addressing at each site. While IP
addressing has to be unique for each VLAN, VLAN ID numbering can be reused from site to site. When
using private IP address ranges to address the VLANS, typically the class A 10.X.X.X range is used for
most devices on the LAN. To help make /30 point-to-point VLANSs easily recognizable, it is
recommended to use a different private IP address range to distinguish them from your other types of
VLANS such as class C 192.168.X.X.

On each site’s core L3 switch or router, the appropriate static IP routing or dynamic IP routing
protocol(s) will need to be configured to route traffic appropriately between sites. Refer to the
appropriate data hardware manufacturer’s configuration guide documentation on how to implement
routing correctly as it is outside the scope of this document and Mitel. While adhering to the same
design principles, to add hardware or link redundancy to any design (including Rapid Spanning Tree,
VTP, BGP, HSRP, VRRP, etc.), follow the appropriate data hardware manufacturer’s configuration
guide documentation to properly implement which is also outside the scope of this document and Mitel.

In summary, there are multiple ways to configure a data network for VolP, especially in larger networks;
however, if other preferred methods achieve the same design principles and outcomes discussed here
then they are generally acceptable for a Mitel Connect ONSITE deployment.

Summary of Designing Multiple VLANSs into the Data Network

e Create separate VLANSs for VOICE and DATA as well as any other types of traffic that may
need to be segregated similarly to enhance data network performance on a LAN.

e Trunk all Voice and Data VLANSs on each layer-2 switch across the LAN uplink(s) to the site’s
layer-3 core switch or router.

e Avoid trunking any LAN VLANSs across WAN links to/from other sites, particularly Voice.

e Each site will have its own set of Voice and Data VLANs with separate IP addressing per VLAN
at each site. VLAN ID numbering can be reused from site to site.

e When using a single LAN switch for a site, ensure the switch supports both layer-2 and layer-3
routing functionality enabled to route IP traffic between local VLANSs.

e When using multiple LAN switches for a site, ensure at least one “core” data switch has layer-3
IP routing enabled to route IP traffic between VLANSs on all local layer-2 switches.

e Use a “hub and spoke” LAN topology where all layer-2 access level switches are the spokes
connected via uplinks to the common “core” layer-3 switch.

o Use a WAN topology where all remote sites’ layer-3 switch or router uses a WAN point-to-point
uplink to the hub or point-to-multi-point uplink to all sites.

e Any private MPLS WAN circuits should bypass the firewall and connect directly to the L3 core
switch. The firewall is an unnecessary single point of failure for a private network.

e Each VLAN will have its own VLAN interface IP address that also serves as that subnet/VLAN’s
Default Gateway. Avoid using a firewall, server, or any data switching device or appliance other
than the designated “core” layer-3 switch at each site to address each VLAN interface with its
respective Default Gateway.
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e Connect all ST voice switches and servers at a given site directly to the layer-3 data switch and
only assign the local Voice VLAN as an untagged VLAN port for each.

e Use a separate /30 point-to-point VLAN to address each uplink/downlink to a remote site or to a
firewall from the hub site’s layer-3 switch.

e |f expanding an existing VLAN subnet, change subnet mask on all devices on the subnet.
Configuring VLANS for IP Phones
Piggy-back the PC to the IP Phone

IP phones are a specialized device on the data network and have capabilities and requirements that
need to be considered when designing the data network. For example, to help better utilize port
capacity on data switches, a PC is allowed to piggy-back on an IP phone and share a single data switch
port, utilizing VLAN trunking or tagging the Voice and Data VLANSs for each device respectively.

IP phones have an internal 2-port switch on the back of the IP phone to connect it to the data network
through the network port as well as a PC through the access port. IP Phones prioritize voice so the
connected PC is unable to disrupt outbound voice quality.

Most data network equipment manufacturers have a voice VLAN feature either at the data switch
access port or VLAN level that supports various VolP capabilities (i.e. to mitigate deteriorating IP phone
sound quality of a call if the data is unevenly sent due to lack of layer-2 output switch interface buffer
prioritization). The Voice VLAN feature helps QoS use classification and scheduling to send network
traffic from the switch in a predictable manner for IP phones. By default, the voice VLAN feature is
disabled but when the voice VLAN feature is enabled, all untagged traffic is sent according to the default
CoS priority of the port and all 802.1P or 802.1Q tagged VLAN ftraffic’s COS is trusted.

For further discussion of how an IP phone is automatically assigned to the Voice VLAN when the Voice
and Data VLANSs are both assigned to the data switch port, refer to the sections below, Configuring
Automatic IP Phone VLAN Assignment - DHCP and Configuring Automatic IP Phone VLAN Assignment
- LLDP-MED.

Telecommuters

Telecommuters that work remotely with a physical IP Phone that supports a VPN client built into the
phone (e.g. IP655, IP565g, IP560g and IP230g) can connect their phone’s network port to their home
office router (i.e. DSL or Cable Modem Router’s LAN switch ports) and connect their PC or laptop to
their phone’s PC access port on the back of the IP phone just like in the office. The phone uses it’s built
in VPN client to automatically connect securely to a VPN Concentrator located in the customer’s
corporate network to be able to register their IP phone as if it were in the office. The PC or laptop does
not have access to the Voice VLAN that the VPN IP phone uses with its VPN client. The phone
connected PC or laptop only has access to the local data network for normal Internet access so Voice
and Data are still on separate virtual networks. While piggy-packed to the phone, the PC or laptop can
start its own VPN client to connect separately to the corporate data network without any conflict or issue
with the phone.

Check with your Mitel administrator for the initial setup configuration on the IP Phone’s VPN client to
connect to your corporate VPN Concentrator and Mitel Connect ONSITE system. Also, new to Mitel
Connect ONSITE is an Edge Gateway with RAST for VPN-less remote 400-series SIP IP Phones.
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cahle between the

of the phone and an i
Ethemnet jack in the \
workspace (or on a

data switch/router that
supports P ower-over-

Ethemnet).
P
T

—a
L&MN porton the back ;ff’/ ]

To prevent electro-magnetic
interference, make sure to connect the
included Ethernet cable to the phone
such that the ferrite EMI filter is closer
to the phone.

Application Note

optional

If desired, you can daisy-chain a PC off
the second Ethernet port on your phone,
with the phone and computer sharing a
single LAMN wall jack {as shown).

Ifyou choose thizoptional configuration,
you must attach the spare ferrite EMI
filter (included) to an Ethernet cable {naot
included) such that the filter is within
1to 2 inches of the bady of the phone.
This is to prevent the leakage of electro-
magnetic radiation.

Figure 5

Figure 5 above demonstrates the physical connection of a PC connected to an IP phone in turn
connected to the network connection on a single data switch access port.
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How to configure the Voice and Data VLANSs one the same data port

Figure 6 below demonstrates a Cisco example of how to configure the voice VLAN feature on the data
switch access port to support both Voice and Data VLANSs for each IP phone. Figure 6 below also
shows the access port configuration when the Voice VLAN is the only VLAN (i.e. untagged VLAN)
applied to the port for dedicated ST devices such as voice switches (e.g. SG-90, SG-220T1, SG-T1K,
SG-90V, etc.), servers (e.g. HQ, DVS, ECC, etc.) and standalone IP phones.

IMPORTANT TIP: If the Voice VLAN feature (switchport voice) is inadvertently applied to any
stand-alone ST voice switch or server e.g. switchport voice vlan xx without the corresponding
data VLAN switchport access configured, the ST devices may not be able to route to other
VLANSs on the data network (as shown below in Figure 6). DO NOT daisy chain multiple PC’s
or an unmanaged switch or hub to an IP Phone’s network port.

L3 SWITCH CONFIGURATION

interface FastEthernetl {and port 4)

description :IThese ports have BOTH phone + PCI

switchport mode access
switchport access wlan 10
switchpurt,]iﬂ!!il‘vlan 20
spanning-tree portfast
no cdp enable

interface FastEthernet?2 {and ports 5,11,12)
description :|These ports have OHLY woice devicesl
switchport mode access
switchport vlan 20
spanning-tree portfast
no cdp enable

interface FastEthernet3 {and ports 6 & 10}
description : These ports have OHLY data devices
switchport mode access
switchport access wlan 10

spanning-tree portfast

I ___
WLAN-C apable
Layer 2 Switeh
(i.e. Routing Switch)

no cdp enable

Trartr2
L2 & L3 Switch |
I
I
VLAN Interface VLAN Interface ]
D ata” wLANL. 10.10.10.1 10.20. |
0.10.10.024 “Tag-10 -
-
\.'gml}_mef:/ ,r I
DHCP Server ot w‘.‘&,.:",%“ !
10.10.10.10 " ‘ Saom T T -" I
/ \_‘ - AR ¥-4 ! ]
i - R |Ii
/ - \ P - -~ / ]
- ~ N~ ~ I
£ % X e
- =7 o7 _eT N r o~
5 S - A7 ~ / S
. Portis - LA ~ / I~
= [ - \ N I S
- - -~
r‘fpom [lPortz |"‘.'| Pwtd f‘| Partd ] Parts T porte

ShoreTel Semver
10.10.20.20
g ¥ J v
=) =3 = =

Figure 6
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The different port configuration examples above include the following two commands on each Fast
Ethernet port when ST devices are present:

spanning-tree portfast
no cdp enable

Although these statements are not required, it is recommended that CDP (Cisco Discovery Protocol) be
disabled on Ethernet ports not connected to Cisco devices to reduce unnecessary traffic. In addition,
Spanning Tree should be set to either “portfast” or “rapid spanning tree” mode for Cisco switches or
“edge” for Juniper switches. This will allow faster boot times and fewer network issues when connecting
to ST phones, voice switches or servers. Mitel leverages the use of VLANS to integrate into the network
topology that you, the network administrator, have decided is most appropriate for your LAN topology.

Configuring DHCP for IP Phones

Typically, IP phones and PCs get their assigned IP address and other networking configuration
information dynamically from a network DHCP server. This saves administrators a considerable amount
of work from having to manually configure every IP phone or PC on their data network individually,
especially when network parameters change across the entire network environment. DHCP packets are
broadcast packets and by design are not transmitted beyond the layer-3 boundary of the VLAN that the
DHCP request originated. If there is only one DHCP server and there are multiple VLANs, DHCP
broadcast packets will not be able to reach the DHCP server on a different VLAN and will fail.

Therefore, all foreign VLANSs to the DHCP server VLAN need to have an ip helper-address statement
included in each VLAN configuration on all L3 switches where VLAN interfaces are configured with an
IP address (i.e. default gateway) in order to forward all DHCP requests to the DHCP server IP address.
The DHCP server can be configured on many different vendor’s switches, routers or servers. Mitel
doesn’t recommend any specific vendor or platform over another as long as the selected DHCP platform
can assign an IP address, subnet mask, default gateway, DNS server(s), network time server(s), and a
Mitel “vendor-specific” DHCP option (i.e. Option 156) with the required parameters. See Figure 7 below
for a Cisco configuration example of the ip helper-address relay agent command. Most switch
manufacturers’ ip helper-address commands are very similar and basically work the same. The specific
IP address targeted in the ip helper-address relay agent command will always be the IP address of the
DHCP server handling DHCP requests for the given VLAN. Some data networks may have multiple
DHCP servers but it is critical that no more than one DHCP server has one DHCP scope built for a
given VLAN.

IMPORTANT TIP: When multiple DHCP servers are configured to distribute the same IP
address DHCP Scope (i.e. range) for a given VLAN, many issues with the DHCP scope leases
will occur.

L3 CORE CISCO SWITCH DHCP HELPER EXAMPLE
#
interface VLAN20

description : VolP

ip address 10.10.20.1 255.255.255.0

ip helper-address 10.10.10.10

Figure 7
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Figures 8, 9 and 10 demonstrate the configuration examples on how to simply build the Voice VLAN
DHCP Scope in a Cisco L3 Switch, Microsoft Domain Controller or Unix DHCP Server respectively. In
all examples, the Voice DHCP Scope contains the Address Pool and Scope Options for IP phones.
Cisco defines the address pool from the given network subnet (i.e. network 10.10.20.0 255.255.255.0
which blocks out 254 assignable IP addresses - 10.10.20.1 thru 10.10.20.254) then specifies which part
of that range to exclude from the address pool (i.e. ip dhcp exclude-address 10.10.20.1 10.10.20.99)
which results in an DHCP Address Pool of 10.10.20.100 thru 10.10.20.254 for distribution to the IP
phones. Microsoft takes the opposite approach. In this case, the DHCP Scope also contains the given
network subnet like the Cisco example but instead of specifying what to exclude, Microsoft specifies the
address range to include for distribution to the IP phones. The Unix Server DHCP configuration looks
similar to the HP and Cisco example but the address pool inclusion typically works like the Microsoft
example.

IMPORTANT TIP: Ensure that a DHCP server is connected to a data switch port with only one
untagged VLAN assigned and not connected to a data switch port with a multiple tagged
VLAN(s), which will cause DHCP assignment issues.

NOTE: The ftpServers parameter is provided for compatibility with sites running ST MGCP
phones. 400-Series IP phones use HTTP to download configuration files from servers specified
in the ftpServers parameter. For new installations, the configServers parameter is
recommended over the ftpServers parameter.

NOTE: The ftpServers and configServers parameters are case sensitive if manually changed in
the phone CLI. They are not case sensitive when received from any DHCP server.

L3 HP PROCURVE 2920 SWITCH DHCP CONFIGURATION EXAMPLE

dhcp-server pool "ShoreTel_phone"
authoritative
network 10.10.20.0 255.255.255.0
default-router "10.10.20.1”
dns-server "10.10.10.10,10.10.10.11”
option 156 ascii ftpservers=10.10.20.20, layer2tagging=1, vlanid=20
option 4 ip 10.10.10.10
range 10.10.20.100 10.10.10.254

L3 CORE CISCO SWITCH DHCP CONFIGURATION EXAMPLE
ip dhep excluded-address 10.10.20.1 10.10.20.99
!

ip dhep pool ShoreTel_phone
network 10.10.20.0 255.255.255.0
default-router 10.10.20.1
dns-server 10.10.10.10 10.10.10.11
option 156 ascii “ftpservers=10.10.20.20, layer2tagging=1, vlanid=20"
option 4 ip 10.10.10.10
lease infinite

Figure 8
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Figure 9 (part 2)

UNIX SERVER DHCP CONFIGURATION EXAMPLE

# Example Unix /etc/dhcpd.conf for ShoreTel VolP

default-lease-time 600;

max-lease-time 7200;

option ntp-servers 10.10.10.10;

option routers 10.10.20.1;

option domain-name-servers 10.10.10.10, 10.10.10.11;

option shoretel-server code 156 = string;

option shoretel-server "ftpservers=10.10.20.20, country=1, language=1, layer2tagging=1, vlanid=20";

subnet 10.10.20.0 netmask 255.255.255.0 {
range 10.10.20.100 10.10.20.254;
}

Figure 10
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In all of the DHCP Scope configuration examples, the importance of excluding a relatively small portion
of the Voice VLAN from the DHCP Address Pool is to allow a range of static IP addresses in the same
VLAN that can be permanently assigned and never given to an IP phone dynamically. The static IP
addresses are intended for ST voice switches, servers or other important devices on the same VLAN.

To properly calculate the Voice VLAN size and Voice DHCP Address Pool at a given site:
1. Add the quantity of required IP addresses plus projected growth together.
2. Take the previous result and double it.
3. Round up to the closest subnet size.
4

From the calculated subnet size, calculate the needed quantity of static IP addresses plus
anticipated growth, double it and round to the nearest quantity of 10 or 100 as appropriate.

5. Subtract the static IP address quantity from the beginning or end of the useable IP address
range of the VLAN.

6. The result is the Voice DHCP Address Pool for the Voice VLAN at the given site.
7. Repeat steps 1-6 for each additional VolP site.

The IP Phones have a built-in configuration to seek the server’s address with the Vendor Specific DHCP
option 156. If this option is not available, IP phones use option 66. The specific parameters in option
156 are sent directly to each phone to automatically configure the phone that would otherwise need to
be configured manually with the phone’s keypad to connect to the Mitel Connect ONSITE HQ server (or
local DVS in a multi-site deployment) and download phone firmware and other configuration files.

Also, you can have two ftp servers passed to the IP phones using option 156. This is especially
important when using Doubletake redundancy for the Director server or a local DVS. For example:

One FTP Server (HQ Server)

(option 156) ftpServers= 10.10.20.20, layer2tagging=1,vlanld=20

Two FTP Servers (HQ Server with Doubletake Redundant Server or local DVS)
(option 156) ftpServers="10.10.20.20,10.10.20.21", layer2tagging=1,vlianid=20
The maximum length of the supplied string is 160 characters.

For additional information, refer to the Mitel Connect Planning and Installation Guide for details under
the section Configuring DHCP for IP Phones.

In some cases where DHCP isn’t working properly with the full complement of parameters specified for
Option 156, switch to the minimum amount of data that is required for option 156 to function;

(option 156) ftpServers=IP.Address.of.ST.Server (e.g. ftpServers= 10.10.20.20)

In order for any IP phone with a piggy-back PC to determine which VLAN (i.e. Voice or Data VLAN) on
the connected data switch access port to boot and send its DHCP request, a mechanism has to be put
in place to make the determination for the IP phone. There are 3 mechanisms used by our IP phones to
automatically assign the appropriate DHCP site specific options during the phone’s boot process;

1. IP Phone custom configuration file (i.e. refer to the Mitel Connect Maintenance Guide, section
6.4.4., DHCP Site Specific Options).

2. DHCP Server
3. LLDP-MED
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Using the DHCP Server mechanism, the IP phone boots twice; first on the untagged data VLAN and
after being redirected by DHCP, a second time on the Voice VLAN. Using the LLDP-MED mechanism,
the IP phone boots only once for its Voice VLAN IP address. Certain environments favor one automatic
assignment mechanism over the other. The following sections explain 2 mechanisms in detail to find
which one works best on your network.

Configuring Automatic IP Phone VLAN Assignment - DHCP

The Automatic VLAN Assignment feature using DHCP is not configured through Mitel Connect Director.
Configuration changes are performed on the appropriate DHCP Server. In the previous section, the
DHCP Scope and related IP phone option 156 were configured properly for the Voice VLAN. Without a
redirecting mechanism in the DHCP Server, the IP phone will always use the untagged Data VLAN to
contact the DHCP Server during the boot process for the Data VLAN DHCP Scope Options and not find
the Voice VLAN DHCP Scope Option 156. The DHCP Server however can be configured to redirect the
DHCP request in the example below by adding a redirecting Option 156 on the Data VLAN 10 DHCP
Scope using the VLAN ID field highlighted in red which is pointed to the configured Voice VLAN 20
DHCP Scope:

Data VLAN 10 DHCP Scope

(option 156) ftpServers=10.10.20.20,layer2tagging=1,vlanid=20

Voice VLAN 20 DHCP Scope

(option 156) ftpServers= 10.10.20.20, layer2tagging=1,vlanld=20

The Automatic VLAN Assignment using DHCP during the IP Phone standard boot process is as follows:

1. As the IP Phone powers up, a DHCP request is sent to the data network on the default,
untagged VLAN.

2. The DHCP Server is on the same VLAN as the phone and replies back with the Option 156
information configured on the untagged Data VLAN DHCP Scope redirecting to the Voice VLAN
ID 20.

3. Upon receipt of this information, the IP phone immediately resets and releases its Data VLAN IP
address. The IP phone display briefly shows “Redirecting Network”.

4. The ShoreTel IP Phone sends a second DHCP request but this time to the Voice VLAN 20
DHCP Scope.

5. The L3 data switch receives this request on the Voice VLAN and forwards it, via the “IP helper
address” to the DHCP server.

6. The DHCP server replies to the IP phone with a new IP address from the Voice VLAN DHCP
Scope Address Pool as well as its Option 156 network setting tags and other scope options.

7. The IP Phone via FTP downloads its configuration file, upgrades the Boot Image, if needed, as
well as other required files and finally reboots.

8. The IP Phone registers successfully and is ready for service.

For more detailed information on configuring Option 156 on your DHCP server, refer to article 3031 or
the appropriate Mitel Planning and Installation Guide for your system under sections Configuring DHCP
for ShoreTel IP Phones and Configuring Automatic VLAN Assignment via DHCP.
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Configuring Automatic IP Phone VLAN Assignment — LLDP-MED

LLDP (IEEE 802.1AB) is a vendor agnostic Layer-2 protocol designed to be used by network devices for
advertising their identity, capabilities, and neighbors on an IEEE 802 Ethernet LAN. LLDP performs
similar functions as several proprietary protocols such as the Cisco Discovery Protocol (CDP), Extreme
Discovery Protocol, Nortel Discovery Protocol and Microsoft’s Link Layer Topology Discovery. An
enhancement to LLDP is LLDP-MED, Link Layer Discovery Protocol-Media Endpoint Discovery. For
further information on LLDP-MED, refer to the appropriate Mitel System Administration Guide for your
system under section LLDP-MED and IEEE 802.1x Support. LLDP eliminates the phone from using the
untagged Data VLAN and allows only one DHCP request directly on the Voice VLAN.

The Automatic VLAN Assignment using LLDP-MED during the ShoreTel IP Phone standard boot
process is as follows;

1. As the IP Phone powers up, the LLDP enabled Ethernet switch sends LLDP Data Units defined
as LLDP_Multicast packets to the Phone.

2. The IP Phone responds in kind adding TIA Organizationally Specific LLDP-MED TLV’s such as
“TIA — Network Policy” with “VLAN Id: 0” among many other TLV extensions. “VLAN Id: 0” is
the request from the phone asking the Ethernet switch for the Voice VLAN ID as well as L2
Priority, DSCP value, and etc.

3. The Ethernet switch in turn responds to the phone with the same TIA LLDP-MED TLV
extensions and in the “TIA — Network Policy” TLV, the designated VLAN Id of the Voice VLAN is
offered to the phone (e.g. VLAN Id: 50. See Figure 11 below).

....... 0 VUUU U111 = TLV Lengtn: /
Organization Unique Code: TIA (0x0012bb)
Media Subtype: Media Capabilities (0x01)
# Capabilities: 0x000f
Lo

Class Type, bMes
Wﬁ

1111 111. .... .... = TLV Type: Organization Specific
....... 0 0000 1000 = TLV Length: 8

Organization Unique Code: TIA (0x0012bb)

Media Subtype: Network Policy (0x02)

Application Type: Voice (1)

0..c vevt veee 2a.. = Policy: Defined

2

dos wiel weee .... = Tagged: Yes
...0 0000 0110 010. = VLAN Id: 50
....... 110.. .... = L2 Priority: 6

. = DSCP Value: 46
@ TIA - Locati
# TIA - Extended Power-via-MDI
= End of LLDPDU

Figure 11

4. The IP Phone performs a typical DHCP sequence of Discover, Offer, Request, Ack to get an IP
address plus available DHCP Options from the Voice VLAN.

5. The IP Phone via FTP downloads its configuration file, upgrades the Boot Image if needed as
well as other required files and finally reboots.

6. The IP Phone registers successfully and is ready for service.

LLDP is enabled by default on all supported ShoreTel IP Phones starting with build version “SEV.3.3.0”.
All Ethernet switches in the data network intended to support IP phones should be configured for LLDP
if not enabled by default with the appropriate TLVs enabled and configured per the Ethernet switch
manufacturer’s documentation and with the appropriate LLDP supported Ethernet switch firmware
releases.

To see the current phone firmware build version:
Press “<Mute> + INFO (4636) #’ on the IP phone keypad to sequence through all info.
LLDP vs. Director DSCP IP Phone Assignment Precedence

LLDP-MED can also send a default DSCP value assignment to the IP phone for application type voice.
To better understand the IP phone’s inheritance behavior, in general, the last setting assigned wins
unless some other logic prevails.
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IP 400 Series Phones”
e LLDP OFF: Director DSCP used for RTP and Signaling
e LLDP-MED TLV ON with a default of 0: Director DSCP used for RTP and Signaling

e LLDP-MED TLV ON with a non-zero value: LLDP Value used for RTP. Director DSCP used for
Signaling

All other phone series:
e LLDP OFF: Director DSCP used for RTP and Signaling
e LLDP-MED TLV ON with a default of 0: Director DSCP used for RTP and Signaling

e LLDP-MED TLV ON with a non-zero value: Last setting wins, LLDP first, Director (config file)
last

For more detailed information on configuring and troubleshooting Automatic VLAN assignment via LLDP
please refer to the Knowledge Base article 3489 and the Mitel Connect System Administration Guide.
For configuring base LLDP functionality for Juniper, refer to Juniper Knowledge Base article KB11308.

Designing Quality of Service
| have enough bandwidth, why do | need QoS?

When VoIP is introduced to any data network, all switches and routers within the environment must
participate in the QoS infrastructure without exception to guarantee Voice quality. Simply adding
additional bandwidth does not always provide the necessary QoS guarantee given that link speed is
generally the last point of congestion on a data network. Speed does not always overcome jitter as
random streams of data can commingle with VolP media packets and increase the interval between
media packets beyond acceptable standards since only one default queue is available. Data networks
were not originally designed to support Voice traffic so special configuration and multiple queues are
required for VoIP to achieve Toll Quality on a best effort data network due to packet buffer memory
gqueue limitations used on each transmitting data switch interface.

Data Network Design Universal Quality Standards to Support VolP

e Latency - No part of the VolP data network infrastructure should have more than 150 msec,
one-way (or 300 msec round-trip) propagation delay between any two VolP end-points, ST
servers or switches.

e Jitter - No more than 50 msec of spacing between VolP media packets

e Loss - No more than 1% of packet loss for VolP RTP media stream packets. No standard has
been set to measure signaling loss but while RTP is primarily time-sensitive, signaling is
primarily drop-sensitive.

Why is the Interface Packet Buffer Memory the real QoS bottleneck and not the link bandwidth?

In most cases, before a packet is transmitted out any data switch/router interface, it is stored for a very
brief amount of time in memory before the interface transmit queue sends the packet down the
connected link. This memory is referred to as packet buffer memory. This memory is used differently
depending on if the switch is a ‘store & forward’ or ‘cut-thru’ switch. Store & Forward switches buffer
packets 100% of the time to a single, default queue when QoS is not enabled. This is like going through
one checkout line at the grocery store for all shoppers. Cut-thru switches only buffer packets when
interfaces are congested or busy also to a single, default queue when QoS is not enabled. When QoS
is enabled, traffic is no longer sent to one transmit queue for an interface but multiple queues with
reserved packet buffer memory for each queue where QoS classifies and maps marked traffic to a
specific queue’s packet buffer memory. This is like opening the express lane and self-checkout lane to
better handle customers that can’t wait with fewer groceries like VolIP traffic. Each queue activates
distinct queuing algorithms designed to preserve VolIP traffic over other non-time sensitive or drop-
sensitive traffic when transmitted. QoS exists at multiple OSI model layers where the queuing occurs at
layer-3 and also layer-2 depending on whether the traffic is being routed and/or switched.
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Regarding Cisco, all I0OS switches are ‘Store & Forward’. Fixed S&F models include 3750X, 3560X,
2960 and 2960S for example. Nexus switches are Cut-Thru by default but can be changed to Store &
Forward. ASICs have sped up switches so much that any gains today from cut-thru switching are small
compared to store & forward. Layer-3 queues in layer-3 switches and routers are activated when layer-
2 egress interfaces are congested or busy for traffic routing from different VLANSs in the IP Routing
Module. Packet Buffer memory is a limited resource and depending on the flow of traffic, can fill up
more quickly compared to the connected link it supports. When the packet buffer is full, packets are tail-
dropped or shaped and increment various drop counters.

ST QoS Traffic Marking Standard Recommendation

e RTP Traffic — Expedited Forwarding or PHB - EF i.e. DSCP 46 or 184 (i.e. ToS (dec) value set
in ST Director)

e Signaling Traffic — Class Selector 3 or PHB - CS3 i.e. DSCP 24 or 96 (i.e. ToS (dec) value set in
ST Director)

o AF31 - legacy ShoreTel signaling QoS traffic marking standard. It will still be supported
during the transition to CS3.

The ST QoS traffic marking standard is being updated to change the default signaling traffic DSCP
value from AF31 to CS3 to better comply with industry standards. AF31 will still be supported during the
transition period. RTP traffic will continue to be marked with DSCP value EF. ST devices mark traffic at
layer-3 using the appropriate DSCP value. Switches automatically map the layer-3 DSCP marking
down to layer-2 for QoS at layer-2. The figure below offers the appropriate DSCP value in all necessary

formats.
DSCP Class | DSCP (bin) | DSCP (hex) | ToS (bin) |ToS (hex)| CoS |DSCP (dec)|ToS (dec)| TOS String Format
default |0000 00 0x00 0000 0000 0x00 0 0 0 Routine
cs1 1000 00 Ox08 0010 0000 0x20 1 8 32 Priority
afll 1010 00 Ox0A 0010 1000 0x28 1 10 40 Priority
afl2 1100 00 0x0C 0011 0000 0%30 1 12 48 Priority
af13 1110 00 Ox0E 0011 1000 0x38 1 14 56 Priority
cs2 0100 00 0x10 0100 0000 0x40 2 16 64 Immediate
af21 0100 10 Ox12 0100 1000 Ox48 2 18 72 Immediate
af22 1010 00 Ox14 0101 0000 0x50 2 20 B0 Immediate
af23 1011 00 Ox16 0101 1000 0x58 2 22 88 Immediate
cs3 0110 00 0x18 0110 000D 0x60 3 24 96 Flash
af3l 0110 10 Ox1A 0110 1000 0x68 3 26 104 Flash
af3az 011100 Ox1C 0111 0000 0x70 3 28 112 Flash
af3a3 011110 Ox1E 0111 1000 0x78 3 30 120 Flash
csd 1000 00 Ox20 1000 0000 Ox80 4 32 128 FlashOverride
af4l 1000 10 0x22 1000 1000 OxB8 4 34 136 FlashOverride
af42 1001 00 0x34 1001 0000 0%90 4 36 144 FlashOverride
af43 1001 10 0x26 1001 1000 0x98 4 38 152 FlashOverride
cs5 1010 00 0x28 1010 0000 OxAD 5 40 160 Critical
ef 1011 10 0x2E 1011 1000 OxB8 5 46 184 Critical
csb 1100 00 0x30 1100 0000 O0xCO 6 48 192 Internetworkcontrol
s 1110 00 0x38 1110 0000 OxEQ 7 56 224 Networkcontrol
Figure 12
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RFCs 2474, 2597 and 3246

Considering many customer data networks are built with Cisco networking equipment, per the Cisco
QoS SRND (i.e. Cisco Enterprise QoS Solution Reference Network Design Guide), “Call-Signaling
traffic should be marked as DSCP CS3 per the QoS Baseline. Call-Signaling traffic was originally
marked by Cisco IP Telephony equipment to DSCP AF31 [circa early/mid 2000’s]. However, the
Assured Forwarding Classes, as defined in RFC 2597, were intended for flows that could be subject to
markdown and subsequently the aggressive dropping of marked-down values. Marking down and
aggressively dropping Call-Signaling could result in noticeable delay-to-dial-tone (DDT) and lengthy call
setup times, both of which generally translate to poor quality experiences. Thus, the QoS Baseline
changed the marking recommendation for Call-Signaling traffic to DSCP CS3 because Class Selector
code points, as defined in RFC 2474, were not subject to markdown/aggressive dropping. Critical
applications such as VolP require service guarantees regardless of network conditions. The only way to
provide service guarantees is to enable queuing at any node that has the potential for congestion,
regardless of how rarely this may occur. This principle applies not only to Campus-to-WAN/VPN edges,
where speed mismatches are most pronounced, but also to Campus Access-to-Distribution (typical
20:1) or Distribution-to-Core links (typical 4:1), where oversubscription ratios create the potential for
congestion. There is simply no other way to guarantee service levels than by enabling [QoS] queuing
wherever a speed mismatch exists. Not only does the Best Effort class of traffic require special
bandwidth provisioning consideration, so does the highest class of traffic, sometimes referred to as the
“Real-time” or “Strict Priority” class (which corresponds to RFC 3246 “An Expedited Forwarding Per-Hop
Behavior”). The amount of bandwidth assigned to the Real-time queuing class is variable. However, if
you assign too much traffic for strict priority queuing, then the overall effect is a dampening of QoS
functionality.”

Mechanisms to generally create and enforce QoS policies include:
e Queuing
e Shaping
e Selective-dropping
e Link-specific policies

In addition to voice and video media ports, Mitel also uses a number of TCP and UDP ports for multiple
signalling protocols related to call control and system control.

IMPORTANT TIP: Although not as time-sensitive as voice media packets, voice signalling
packets are more drop-sensitive.
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The TCP and UDP ports shown in Figure 13 below are listed by ST release to ensure the right QoS
policies are created on your data network for the version of Mitel installed. Prior to ST13.1 and ST14.1,
all ST UC systems set DSCP (i.e. DiffServ) fields for call control (i.e. signaling) traffic to zero by default.
As a result call control traffic is treated as low priority by the network elements, which can result in
latency and packet drops. This results in unpredictable call states under low or even medium levels of
network congestion if not marked on the data network accordingly. Starting with ST13.1 and ST14.1,
the appropriate signaling ports are self-marked with DSCP AF31 so data network administrators could
simply trust and map the traffic appropriately. While Mitel has begun the transition to self-mark signaling
traffic from AF31 to CS3, only new installations beginning with Mitel Connect ONSITE will automatically
self-mark signaling traffic as CS3. All others, including upgrades to Connect, will have to manually
change the default signaling traffic DSCP value from AF31 to CS3 in Director. Ensure that any other
policy or configuration on the data network is simultaneously changed from AF31 to CS3. Figure 13
below shows the self-marking port map for each ST release.

ShoreTel Port Usage - UDP Signalling VolP Traffic (CS3) ShoreTel 13 | ShoreTel 14 il;:r::;l

UDP 2427: MGCP Call Control a a a
UDP 2727: MGCP Call Control a a a
UDP 5060: SIP a a a
UDP 5440: Location Service (LSP) a a a
UDP 5441: Call Control (ShoreSIP) a a a
UDP 5442: Switch Call Control - DRS a a a
UDP 5443: Bandwidth Manager (BWM) a a a
UDP 5445: Admission Control (ADM) a a a
UDP 5446: Switch Call Control - DRS Keepalive o a a
UDP 5450: SA-100/400 CMCA Web Share - PING Sync o a a
ShoreTel Port Usage - TCP Signalling VolP Traffic (CS3) ShoreTel 13 | ShoreTel 14 i:::::
TCP 5060: SIP (and all related/accepted TCP connections UDP 1024-65535 RTP) o a a
TCP 5061: SIPS Call Control a a
TCP 5430: ShoreTAPI (DTAS to remote TMS) a a a
TCP 5447: Client Application Server i.e. CAS (SSL) a a a
TCP 5448: IP Phone to CAS over https a a
TCP 5452: TMS to Switch NCC a a a
ShoreTel
ShoreTel Port Usage - TCP & UDP Signalling VolIP Traffic (C53) ShoreTel 13 | ShoreTel 14 Connect
TCP & UDP 31453: Used by ShoreTel ECC for Client Server Communication vE* vE*
TCP 31451-31471: Used by ShoreTel ECC for Client Server Communication vE*
P
UDP 10000 - 10550: Default Media Port Range, ST Director Configurable o
UDP 10000 - 14500: Default Media Port Range, ST Director Configurable T
UDP 10000 - 20000: Default Media Port Range, ST Connect Director Configurable a

|V ** = All outbound call control traffic from ECC terminates on local DTAS of DVS (via ShoreTapi). In case the local DTAS needs to forward the ECC call control traffic to the
remote TMS, the DTAS will take care of marking the call control traffic with the configured DSCP value.

o= \falldpu'twedlnSTreleme Required QoS AUTOMATICALLY marked by ShoreTel device or server.
pa . panded in ST 14.2 from 10000-10550 to 10000-14500

Figure 13
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The Most Important QoS Design Principles for Mitel

1. Critical applications such as VolIP require service guarantees regardless of network conditions.
The only way to provide service guarantees is to enable QoS queuing at any node that has the
potential for congestion, regardless of how rarely this may occur.

2. If you assign too much traffic for strict priority queuing (i.e. EF), beyond voice RTP traffic, then
the overall effect is a dampening of QoS functionality.

3. Voice media is time-sensitive and voice signalling is drop-sensitive. Due to different
sensitivities, map EF voice media to the strict priority queue, exlusively, and AF31/CS3
signalling to a medium priority queue. Never map VolP media and VolP signaling together in
the same queue.

4. Allow VolP endpoints to self-mark QoS values for VolP traffic and trust throughout the network.
Only remark if VolIP traffic is from an untrusted source.

5. RTP traffic should always be marked as EF, designated signaling traffic should be marked as
CS3, and all other traffic should not be marked, also called default traffic, while each is mapped
to separate queues at each interface via QoS.

6. With QoS disabled, all traffic goes through one queue to egress an interface so prioritization
cannot occur. With QoS enabled, multiple queues with separate, reserved packet buffer
memory are activated for prioritized classes of traffic to pass thru the interface before non-
prioritized traffic.

7. If VolIP traffic passes any single interface without QoS configured, the effects of quality issues
are felt on a call as if no QoS is configured anywhere along the path.

8. Congested packet buffer memory is most often the QoS bottleneck rather than a congested link.

Please consult the manufacturer of your network equipment or an experienced network administrator for
detailed instructions on configuring Quality of Service in your specific environment. Also refer to the
appendices below for some additional examples.

Configuring Quality of Service — Single Site
Single Site, Single Voice VLAN Deployment

QoS exists at multiple OSI model layers where the queuing occurs at layer-3 and also layer-2
depending on whether the traffic is being routed and/or switched. With a single site, single Voice VLAN
deployment, layer-2 QoS is the only configuration that is required for prioritization.

Implicitly or Explicitly Universal LAN QoS/CoS Configuration Steps
e Enable QoS

e Configure queues, identifying priority queue, type, congestion-avoidance, bandwidth, buffer
size, etc.

e Map CoS values to ingress and/or egress port queues and thresholds.

e Map DSCP values to ingress and/or egress port queues and thresholds.

e Configure DSCP map, which maps layer-2 CoS values to layer-3 DSCP values or visa versa.
e Bind QoS configuration to all VolP switch interfaces.

e Validate configurations.

First, Mitel allows you to set the DSCP values for all voice traffic using the web-based administration
tool in Mitel Connect Director. These DSCP settings are used for all Real-Time Protocol (i.e. RTP)
packets that are sent from all IP phones and ST voice switches and servers. ST Call Control and Video
DSCP self marking values were introduced as of ST13.1 and ST14.1.
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In Mitel Connect Director, navigate to Call Control Options and verify the values for DiffServ /ToS Byte
under Voice Encoding and Quality of Service as well as Call Control Quality of Service and Video
Quality of Service settings as shown below in Figure 14.

ShoreTellCOHr‘lec‘l Director Connections | g Trunk Groups | Bandwidth | Voice Quality | 1 Appliances | Servers

[Seer: h

—

Call Control Options
ol i m General

|| Use Distributed Routing Service for call routing

ADMINISTRATION +73=
[_| Enable manitor / recard warning tone
I Users
b Trunks [ Enable Silent Coach warning tane
[ Telephones |#| Enable My Hold LED indication
I Appliances/Servers |# Enable My Hold reminder rings
b Features ¢/ Enable BCA caller ID
I System

[#| Enable default voicemail logon greeting

|#| Enable default forward to voicemail prompt

[¥| Generate an eventwhen a trunk is [ 240| minutes (1-1440)
in-use for:

¥ Park imeout after: I 60/seconds (1-100000)

¥ Hang up Make Me conference after | 20| minutes  (1-999999)
silence for:

|| Owverhead paging timeout: [ 0| seconds (1-855854)

Delay before sending DTMF to fax | 2000 milliseconds  (1000-60000)

server

DTMF/RFC-2833 payload type: | 104] 196-127)

SIP:

Realm: |ShoreTel

¢ I# Enable session timer
Session interval: | 1800| seconds (90-3600)
Refresher: | Caller (UAC) v |

Voice encoding and quality of service:

Maximum inter site-jitter buffer: | 300| miliseconds  (20-400)
—
I DiffServ/ TaS byte (0-255): | 184 (0-255) (DSCP = 0x2e) I
Media encryption: | SRTP - 128 bit AES v |

|| Admission control algorithm assumes RTP header comprassion is being used

Remote IP phane codec list: | GT11-ulaw-only v

Call control quality of service:
DiffServ / ToS byte (0-255): 96| (0-255) 4 (DSCP =0x18)

Video quality of service:
DiffServ/ ToS byte (0-255); 136] (0-255) (DSCP = 0x22)

Figure 14
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The recommended setting for DiffServ/ToS Byte is decimal 184 which equates to the Expedite
Forwarding DSCP setting (i.e. EF). The recommended setting for Call Control Quality of Service is
decimal 96 which equates to the Class Selector 3 or DSCP 24 setting (i.e. CS3). Video Quality of
Service is set to decimal 136 which equates to Assured Forwarding 41 DSCP setting (i.e. AF41). If you
change these values, change them early in your Mitel Connect deployment as it can require a one-time
reboot depending on the release version of all ST servers, ST voice switches and IP Phones in the
system to take effect.

The RTP port usage has also changed. In ST12.3, the default RTP port range was UDP ports 10000-
10550. With version ST14.2, the default range was expanded to 10000-14500. Now with Mitel Connect
ONSITE, the port range has been expanded to UDP 10000-20000 as shown in the figure below.
Accounting for these ranges is imporant when building your QoS configuration.

ShoreTerCOnneci Director Connections | 4 Trunk Groups | Bandwidth | Voice Quality | 1 Appliances | Servers

(Search

R

Port Configuration

ool jil = First UDP port (1024-55534): 10000/ Last UDP port: 20000
ADMINISTRATION +=

- Users

- Trunks

- Telephones
- AppliancesiServers
|- Features
4 System
Sites
Local Prefixes
Digit Translation Tables
- Dialing Plan
Port Configuration
Trusted IP Ranges
SNMP
Cther System Parameters
Languages
i Hybrid
System Information

Figure 15
Cisco MLS-based vs. MQC-based QoS Configuration

Cisco’s QoS configuration has evolved into two schools of configuration; Multi-Layer Switching (i.e.
MLS) based QoS and Modular QoS CLI (i.e. MQC) based QoS. Different Cisco switch models have
adopted one of the 2 QoS configuration methods. Routers use MQC based QoS configuration. Once
you have identified which method is used on a particular Cisco switch model, use the following
examples that will work best with the Mitel Connect ONSITE system. To briefly summarize the main
differences, MLS based-QoS only configures layer-2 QoS on switches. Layer-3 MLS-based switches
need an additional policy-map manually configured for layer-3 QoS when needed for multiple Voice
VLANs. MQC based QoS configures both layer-2 and layer-3 QoS, using a series of policy-maps on
certain switches and all routers. Figure 16 below quickly shows the difference between needed MLS-
based and MQC-based QoS configurations. This is not a complete list of all commands but shows the
primary commands issued at the interface level to get started.
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Cisco 105 Software (MLS-based) |

Cisco 105 Software (MQC-based)

mils gos or gos

qos

auto qos or auto qos srnd4

| auto gos voip trust or auto qos trust (first interface)

srr-gueue bandwidth share 10 10 60 20

auto gos voip trust or auto gos trust (> first interface)

priority-queue out

service-policy input AutoQos-4.0-Input-Policy (auto generated)

mls qos trust dscp

service-policy output AutoQos-4.0-Output-Policy (auto generated)

auto gos voip trust

switchport mode access

switchport mode access

switchport access vlan 10

switchport access vlan 10

switchport voice vlan 20

switchport voice vlan 20

no cdp enable

no cdp enable

spanning-tree portfast

spanning-tree portfast

Figure 16

IMPORTANT TIP: The use of AutoQos as shown in the figure above works best with ST signaling
DSCP default value changed from AF31 to CS3 in Mitel Connect Director. While AF31 will also work,
CS3 is generally preferred by the AutoQoS configuration since it mirrors Cisco UC VolP signaling self-

marking recommendations.

QoS Cisco I0S Interface MLS-based Commands Example

mls
mls
mls
mls
mls
mls
mls
mls
mls
mls
mls

qos
gos
qos
qos
qos
gos
qos
qos
qos
gos
qos

map cos-dscp @ 8 16 24 32 46 48 56
srr—queue input bandwidth 90 10
srr-queue input threshold 1 8 16
srr-queue input threshold 2 34 66
srr—queue input buffers 67 33
srr—queue input cos-map queue
srr-queue input cos-map queue
srr-queue input cos-map queue
srr—queue input cos-map queue
srr—queue input cos-map queue
srr-queue input dscp-map queue

1 threshold
1 threshold
2 threshold
2 threshold
2 threshold
threshold

WNEWN
wWwhaANSR

11 12 13 14 15

mls
mls
mls
mls
mls
mls
mls
mls

qos
qos
gos
qos
qos
qos
gos
qos

srr—queue input
srr—queue input
srr—queue input
srr—queue input
srr—queue input
srr—queue input
srr—queue input
srr—queue input

dscp-map
dscp-map
dscp—map
dscp-map
dscp-map
dscp-map
dscp—map
dscp-map

threshold
threshold
threshold
threshold
threshold
threshold
threshold
threshold

queue
queue
queue
queue
queue
queue
queue
queue

17
34
50
58
25

1
1
1
2
2
2
2
2
2 41

mls qos srr—queuefoutput

cos—-map queue 1|threshold

mls gos srr—queue|output

cos—map queue 2|threshold

mls
mls

gos
qos

srr-queue output
srr-queue output

3 threshold
4 threshold

cos-map
cos-map

queue
queue

mls gos srr-queue|output

cos—-map queue 4|threshold

mls gos srr—queue [outpu?

dscp-map queue 1|threshold 40 41

mls gos srr—queue [outpuf

s

dscp-map_gueue 2|threshold 4| 25

mls
mls
mls
mls
mls
mls

qos
qos
qos
gos
qos
qos

srr-queue output
srr-queue output
srr-queue output
srr—queue output
srr-queue output
srr-queue output

threshold
threshold
threshold
threshold
threshold
dscp-map queue 4 threshold

8 49
6 57
6 17
2 33

dscp-map
dscp-map
dscp-map
dscp-map
dscp-map

queue
queue
queue
queue
queue 4

2
2
3
3

W WwWERE U &

3
3
3
3
3
3
1
2
3

10
1

mls gos srr-queue Joutpuf

dscp-map queue 4|threshold

mls
mls
mls
mls
mls
mls
mls
mls
mls
mls
mls

gos
qos
qos
qos
gos
qos
qos
qos
gos
qos
qos

queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
queue-set output
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1 threshold 1 138 138 92 138
threshold 138 138 92 400
threshold 36 77 100 318
threshold 20 50 67 400
threshold 149 149 100 149
threshold 118 118 10@ 235
threshold 41 68 100 272
threshold 42 72 100 242
buffers 10 10 26 54

buffers 16 6 17 61

1 2
1 3
1 4
2 1
2 2
2 3
2 4
1

2

Figure 17 (part 1)

34

18
35
51
59
26
42

42
26
50
58
18
34

5

19
36
52
60
27
43

43
27
51
59
19
35

6 7

20
37
53
61
28
44

44
28
52
60
20
36

21
38
54
62
29
45

45
29
53
61
21
37

11 12 13 14

234567

22
39
55
63
30
46

23
48
56

31
47

47
30 31
54 55
62 63
22 23
38 39
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interface GigabitEthernetl/0/1
description uplink-ports

switchport trunk encapsulation dotlq
switchport mode trunk

srr-queue bandwidth share 20 15 5 60
priority-queue out

mls gos trust dscp

auto qos trust

interface GigabitEthernetl/0/5
description pc-and-phone ports
switchport access vlan 39
switchport mode access
switchport voice vlan 75
srr-queue bandwidth share 1 2 7 90
priority-queue out

mls qos trust dscp

auto qos trust

no cdp enable

spanning-tree portfast

Figure 17 (part 2)

srr-queue bandwidth share 20 15 5 60 - Enables Shaped Round Robin (SRR) egress queuing and
assigns 20%, 15%, 5% and 60% to the four egress queues, respectively, on the port for egress traffic.
Each of the four queues (1, 2, 3, and 4) is guaranteed that percentage and can burst above that if other
queues are idle. The percentages used are just an example and need to be adjusted for your network
requirements that will not drop VoIP packets as needed.

The MLS generated map and queue commands map the appropriate queue to a COS value using the
cos-map command and to a DSCP value using the dscp-map command. Notice the red highlighted
output queues and the corresponding COS and DSCP values. Not all Cisco switches or non-Cisco
switches map to the same queues every time. When customizing the srr-queue bandwidth command
for the appropriate queue, check to see which DSCP values are mapped to which queue to customize
each queue to the correct percentage desired relative to the speed of the interface and traffic volume
expected.

priority-queue out - typically Queue 1, establishes a strict priority queue for traffic that is marked with
highest priority — typically differentiated service code point (DSCP) value 184/EF (46) and above.

mls qos trust dscp - Sets the interface to trust DSCP values received from the phone or self-marking
endpoint.

auto qos voip trust - Sets the interface to trust VLAN-tagged Class of Service (CoS) values received
from the phone.
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ip access-Tist extended acl-qos-shortel-RTP
remark shoretel-voip-media
permit udp any any range 10000 14500

ip access-1ist extended acl-gos-shortel-voip
remark shoretel-voip-call-and-system-control
permit udp any any eq 2427

permit udp any any eq 2727

permit udp any any eq 5060

permit udp any any range 5440 5443

permit udp any any range 5445 5446

permit udp any any eq 5450

permit tcp any any range 5060 5061

permit tcp any any eq 5430

permit tcp any any range 5447 5448

permit tcp any any eq 5452

permit tcp any any eq 31453

permit udp any any eq 31453

class-map match-any class-shoretel-media-input
match access-group name acl-qos-shortel-RTP
match dscp ef

class-map match-any class-shoretel-signaling-input
match access-group name acl-qos-shortel-voip
match ip dscp cs3

class-map match-any class-shoretel-media-output
match access-group name acl-gos-shortel-RTP
match dscp ef

class-map match-any class-shoretel-signaling-output
match access-group name acl-qos-shortel-voip
match ip dscp cs3

policy-map ShoreTel-output-Policy
class class-shoretel-media-output

set dscp ef

priority
class class-shoretel-signaling-output

set dscp cs3

bandwidth remaining percent 15
class class-default

set dscp default

bandwidth remaining percent 60

policy-map ShoreTel-Input-Policy
class class-shoretel-media-input
set dscp ef
class class-shoretel-signaling-input
set dscp cs3
class class-default
set dscp default

service-policy input ShoreTel-Input-Policy
service-policy output ShoreTel-Output-Policy

interface GigabitEthernetl/45

description Trunk_Ports

switchport trunk native vlan 1000

switchport trunk allowed vlan 30,140,240,340,440,540
switchport trunk allowed vlan add 940,1000
switchport mode trunk

qos trust dscp

auto gqos trust

service-policy input ShoreTel-Input-Policy
service-policy output ShoreTel-Output-Policy

interface GigabitEthernet8/47

description PC-and-Phone Ports

switchport access vlan 340

switchport mode access

switchport voice vlan 740

qos trust dscp

auto qos trust

no cdp enable

spanning-tree portfast

service-policy input shoreTel-Input-Policy
service-policy output ShoreTel-Output-Policy

Figure 18

Application Note
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Each data hardware manufacturer implements QoS on their LAN switches using slightly different
command structures and tools; however, the resulting QoS functionality is essentially the same.
Enabling QoS on the LAN allows the switch to distinguish packets or packet flows from each other,
assign labels to indicate the priority of the packet, make the packets comply with configured resource
limits and provide preferential treatment in situations when link or buffer resource contention exists. Any
data hardware manufacturers not mentioned can easily find similar configuration syntax by comparing
the given examples to their data hardware manufacturer’s respective QoS Implementation Guide to see
the common configuration requirements in order to apply them to any switch/router QoS platform in a
similar manner.

Confirm the MQC-based QoS policy or MLS-based Policy-Map is applied to the Voice VLAN interface
and monitor

It is important, on a routine basis, to monitor the output queues to confirm traffic is matching the service
policies and ensure that there are not any drops in the priority queue or medium priority queue(s) for
signalling or video traffic, or more importantly, that the drops are not incrementing. Queue drops are an
indication that you need to increase the amount of bandwidth in the layer-3 priority queue configuration
or that you may have too much non-RTP voice traffic being placed in the priority queue. Make the
necessary adjustments as needed and continue to monitor.

WAN INTERFACE CONFIGURATION
# show policy-map interface serl/0

geriall/s0/0
Service-policy output: woip

Class-—map: WVoIP AUDIC (match-any)
29598783 packets, 5906874082 hytes
5 minute offered rate 17000 hps, drop rate 0 bps
Match: ip dsop ef (46)
26411300 packets, 5531823810 hytes
5 minute rate 17000 bps
Queueing
Strict Priority
Output Queus: Conversation Z&d
Eandwidth Z0 (%)
Bandwidth 750 (kbps) Burst 5000 (Bytes)
{pkts matched/bytes matched) Z2434E50/1375653329
{(total drops/bytes drops) 770350/746146747 *% 32% drop rate BADI!

Class-map: CALL CONTROL (match-any)
148412 packets, 2504366 bytes
S minute offered rate 0 bps, drop rate 0 bps
Match: ip dscp af31l
148412 packets, 25043266 bytes
S minute rate 0 bps
Quesueing
Class-Based Weighted Fair Queus
Output Queus: Conversation Z64
Bandwidth 20 (%)
Bandwidth 500 {kbps) Burst 12500 (Eytes)
{pkts matched/bytes matched) 11071/7085974
(total drops/bytes drops) 0f0 *% 0 Drops is good!

Zlass-map: <lass-default (match-any)
845337172 packets, 14341300472 hbytes
5 minute offered rate 32000 bps, drop rate 0 bps
Matceh: any

Figure 19
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Configuring Quality of Service — Multiple Sites
Multi-Site, Multi-Voice VLAN Deployment

The multi-site, multi-Voice VLAN or even a single-site, multi-Voice VLAN deployment builds directly on
the previous ‘single-site, single VLAN’ section. A multi-site deployment can be a series of single-site,
single Voice VLAN deployments connected to each other via a private WAN, VPN over the Internet, a
service provider WAN or combination thereof. A single-site, multi-Voice VLAN deployment does not
have a WAN but it shares the same concept of the multi-site, multi-Voice VLAN, which is that voice
traffic does not stay on a single Voice VLAN but crosses the layer-3 boundary. This is important
because layer-2 QoS markings are lost or ignored when the QoS marked packet crosses a layer-3
routing boundary. Voice traffic that crosses the layer-3 boundary now requires QoS configuration at the
networking devices that route between VLANSs, which could be core or distribution layer-3 switches or
routers. Firewalls are intentionally left off of this list because they are not designed to be LAN routing or
switching devices in a true enterprise environment. Firewalls are best used to protect and route traffic to
and from the Internet or untrusted network sources.

A WAN data connection is required to connect each remote site L3 switch or router to the headquarter
site’s L3 switch or router. Certain WAN connections as well as redundant WAN connections require a
customer provided router at each site but other WAN connections with an Ethernet handoff only require
a layer-3 switch from the managed service provider hand-off. Consult your Service Provider and Data
Hardware Vendor on which WAN connection product is appropriate for your bandwidth requirements
between sites.

There are multiple WAN connectivity products; however, 2 common types represent the 2 basic
categories of WAN connectivity important to Voice, MPLS (i.e. QoS capable) and the VPN Tunnel over
the Internet (i.e. not QoS capable). MPLS is a private WAN connection offered by many service
providers, which is designed for real-time traffic such as voice. MPLS with QoS enabled provides QoS
at every hop across the service providers network for your circuit. MPLS can prioritize voice traffic and
honor QoS markings across the service provider’s network. However, VPN tunnels over an Internet
connection cannot prioritize voice traffic and will not honor QoS markings across the ISP’s Internet
network, which during high traffic periods will certainly cause voice quality issues. In some cases where
MPLS or other similar private connectivity is not available or feasible at a site, VPN tunnels can be used
but voice quality cannot be guaranteed. Whether using MPLS or VPN tunnels, it is also recommended
that the same type of point-to-point VLAN /30 subnet addressing be used to connect any two point-to-
point sites together. Because layer-3 IP routing is required to route traffic between two VLANS or
essentially between a LAN and a WAN, layer-3 QoS is also required to maintain layer-2 QoS/CoS
beyond its original VLAN or while passing through a given layer-3 routing module.

When selecting an MPLS WAN Service Provider, be sure to specify or order the appropriate QoS Class
of Service with the MPLS circuit because in many cases, it is not enabled automatically. MPLS without
QoS enabled is no different than an Internet connection regarding prioritization of traffic classes. Most
MPLS Service Providers provide standard QoS queues, which map the appropriate classified traffic into
separate queues similar to a LAN QoS design. The recommended queues should match the following
criteria, which should also match the LAN QoS traffic design queue-for-queue.

e Q1 - Expedited Forwarding (EF) strict priority or Low Latency Queuing traffic for RTP media
ONLY

e Q2 - Class Selector 3 (CS3) medium priority traffic for prioritized signaling ONLY

e Q3 or Q4 — Default, Best Effort traffic for all other data traffic and/or non-prioritized signaling
ONLY

While bandwidth/packet buffer percentages are assigned to each queue to guarantee resources during
congestion, actual percentage assignment depends on traffic engineering calculations. Simply
designed, based on the bandwidth of the MPLS service, calculate how many simultaneous calls
respective to the chosen call codec during the busy call hour and allocate that percentage of traffic for
Q1/EF traffic with some capacity to spare. A smaller percentage can be assigned to Q2 for prioritized
signaling traffic based on the Mitel features, services and overall system design that controls how much
signaling traffic will cross the WAN.
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This can be fine-tuned but there are signaling calculation charts in the Mitel Connect Planning and
Install Guide to assist. The rest of the bandwidth and packet buffer allocation can be assigned to one of
the remaining queues for best effort data traffic. To ensure that the WAN MPLS Service Provider is
honoring and prioritizing your QoS markings, request to see the Ingress/Egress QoS Queue
configuration on the WAN connection(s) for your connected sites as well as SHOW POLICY-MAP
INTERFACE output for the Ingress and Egress Service Provider managed routers for the connected
sites to confirm traffic is matching properly to each queue and no packet drops are occurring with Q1 or
Q2 traffic.

Using Cisco Auto-QoS

Cisco uses an automated QoS configuration-scripting feature with various options that generate global
QoS configurations on switches and/or routers. There are global Auto-QoS commands as well as
interface specific Auto-QoS commands and they vary between Cisco I0S firmware trains. This can
save you from manually configuring the entire QoS configuration on each switch or router. In fact, it is
recommended to use AutoQoS when possible. The new Mitel DSCP marking standard will work with
the default AutoQos configuration and should not require any customization of the auto-generated
configuration once applied to all interfaces related to Mitel Connect traffic. AutoQoS works for both
MLS-based and MQC-based QoS configuration.

Auto-QoS needs to be run separately on every Cisco switch or router that participates in the VolP QoS
infrastructure. Some Cisco switches or routers may need to have their IOS firmware upgraded to
support the Auto-QoS feature. Nexus switches do not support AutoQos and will require a manual
configuration based on the MQC-based QoS commands described in the previous section. Check
Cisco’s documentation for specific Auto-QoS firmware version support. Auto-QoS interface commands
specific to Cisco’s IP Phone endpoints are not necessary, only Auto-QoS Support for Marked Traffic.
Auto-QoS will never completely configure any switch or router with “ready to use” QoS but essentially
acts as a QoS template that configures the majority of needed functionality in most cases.

After Auto-QoS has finished running, confirmed with a SH RUN command, compare the generated QoS
configuration in each switch or router to the QoS requirements for Mitel VolIP in all QoS sections and
manually apply to the VolP related interfaces for full QoS functionality. To take advantage of the Auto-
QoS defaults, you should enable Auto-QoS before you configure other QoS commands. If you are
repurposing a Cisco switch or router that already had a QoS configuration applied, be sure to remove all
existing QoS before applying your new QoS configuration.

IMPORTANT TIP: Itis a good practice to always back up your switch or router configurations
before running Auto-QoS or before any other major configuration changes. Adjusting network
settings should be performed after hours during a scheduled maintenance window. The
switch/router may require a reboot to fully enact all changes.

Cisco 105 Software (MLS-based) | Cisco 105 Software (MQC-based)
mls gos or qos | qos
auto gos or auto gos srnd4 | auto qos voip trust or auto gos trust (first interface)
srr-queue bandwidth share 10 10 60 20 auto qos voip trust or auto qos trust (> first interface)
priority-queue out service-policy input AutoQos-4.0-Input-Policy (auto generated)
mls qos trust dscp service-policy output AutoQos-4.0-Output-Policy (auto generated)

auto gos voip trust

switchport mode access switchport mode access
switchport access vlan 10 switchport access vlan 10
switchport voice vlan 20 switchport voice vlan 20
no cdp enable no cdp enable
spanning-tree portfast spanning-tree portfast
Figure 20
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In “enable” mode on the Cisco 10S L2 switch or L3 switch/router, type the following global commands:
mls gos or qos (enables QoS on the switch or router)

auto qos (executes global Auto-QoS) or auto qos srnd4 (supported by certain models. Auto gos srnd4
global configuration command is generated as a result of enhanced Auto-QoS configuration) or auto
gos voip trust applied to the first physical interface generates the gos configuration for that interface as
well as run the autoqos script for the applicable global commands. All commands are dependent of the
Cisco model and IOS version so refer to Cisco documentation for more detail.

The global Auto-QoS command generates ingress and egress queuing, maps CoS values to DSCP
values, and maps DSCP markings to queues among other configuration. Other models create only
default policy-maps for all QoS.

Interface level QoS commands add configuration lines to each Ethernet interface. The lines added to
each interface determine how the switch will handle marked traffic from the ST phones as well as voice
switches and servers. At the interface level, by specifically using the auto qos voip trust command, no
other commands on the interface will be automatically added thus will subsequently need to be added
manually. Sometimes the commands can be entered in ranges for multiple interfaces at a time on a
switch.

Depending on the IOS version and switch model, you may have differing syntax and/or some
commands might be hidden in the show running configuration output because they are default and
require other Show commands to view.

Displaying Auto-QoS Information on most Cisco 10S based switches and/or routers

The following Show commands are a list of the most common QoS verification output commands for
QoS on multiple Cisco 10S platforms. Use the appropriate commands available to your specific
equipment model.

show run

show mls qos

show mls qos maps cos-dscp

show mls qos interface <mod/ports> [buffers | queueing]
show mls qos maps [cos-dscp | cos-input-q | cos-output-q | dscp-cos | dscp-input-q | dscp-output-q]
show mls qos input-queue

show auto qos interface <mod/ports>

show class-map

show policy-map

show policy-map interface <mod/ports>

show int <mod/ports> capabilities

show mls qos interface interface <mod/ports> statistics
show rmon [alarms | events] to display any LLQ drops.

TIP: Auto-QoS also activates thresholds in the RMON alarm table to monitor drops in the voice
LLQ in models that are supported.
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In the three-part Figure 21 below, A SH RUN command after AutoQos has successfully completed, will
show a similar group of MQC-based QoS commands. Highlighted with red outlined boxes, these
specific commands will be used by Mitel Connect by default.

class-map match-all AutoQos-4.0-Scavenger-classify
match access-group name AutoQos-4.0-ACL-Scavenger

class-map match-all AutoQos-4.0-Signaling-classify
match access-group name AutoQos-4.0-ACL-Signaling
ass-map match-any AutoQos-4.0-Priority-Queue |
match cos

| match dscp et |

match dscp cs

match dscp cs4

class-map match-any AutoQos-4.0-Multimedia-Stream-Queue

match dscp af3l

match dscp af32

match dscp af33

class-map match-all AutoQos-4.0-Network-Mgmt

match dscp cs2

class-map match-all AutoQos-4.0-Default-Classify
- - - —Default

lass-map match-any AutoQos-4.0-Signaling

match dscp cs3

tch cos 3
Tlass-map match-any AutoQos-4.0-VoIP
match dscp ef

tch cos &
E1ass—mag match-any AutoQos—4.0-Contro1-Mgmt-Queue|
match cos

match dscp cs7

match dscp csé
match dscp cs3
match dscp cs2

match access-group name AutoQos-4.0-ACL-Signaling
class-map match-all AutoQos-4.0-Bulk-Data-cClassify
match access-group name AutoQos-4.0-ACL-Bulk-Data
class-map match-any AutoQos-4.0-Multimedia-Stream
match dscp af3l

match dscp af32

Figure 21 (part 1)

i:_:'ic -map AutoQos-4.0-Input-Policy €¢——
ass AutoQos-4.0-VOIP |

ass AutoQos-4.0-Broadcast-vid
class AutoQos-4.0-Realtime-Interact
class AutoQos-4.0-Network-ctrl
class AutoQos-4.0-Internetwork-Ctri
[cTass AutoQos-4.0-Signaling |

class AutoQos-4.0-Network-mMgmt
class AutoQos-4.0-Multimedia-Conf
class AutoQos-4.0-Multimedia-Stream
class AutoQos-4.0-Transaction-Data
class AutoQos-4.0-Bulk-Data

class AutoQos-4.0-Scavenger

[a] (=]

[a]

policy-map AutoQos-4.0-Output-Policy #——

class AutoQos-4.0-Scavenger-Queue
bandwidth remainin ercent 1
class AutoQos-4.0-Priority-Queue
priority
police cir _percent 30 bc 33 ms
class AutoQos—4.0—Contro1—Mgmt—Queue|
bandwidth remaining percent 10
class AutoQos-4.0-Multimedia-Cont-Queue
bandwidth remaining percent 10
class AutoQos-4.0-Multimedia-Stream-Queue
bandwidth remaining percent 10
class AutoQos-4.0-Trans-Data-Queue
baggqidth remaining percent 10
class AutoQos-4.0-Bulk-Data-Queue
bandwidth remaining percent 4

db1

class AutoQos-4.0-Output-Control-Mgmt-Queue

class class-default
bandwidth remaining percent 25
db1

Figure 21 (part 2)
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interface GigabitEthernetl/48
description Trunk_Ports
switchport trunk native vlan 1008
switchport trunk allowed wvlan 30,148,248, 348
switchport trunk allowed wvlan add 948,1000
switchport mode trunk
gos trust dscp
auto gos trust
service-policy input AutoQos-4.8-Input-Policy
service-policy output AutoQos-4.8-Output-Policy
T
interface GigabitEthernet2/1
description PC_and_Phone_Ports
switchport access vlan 548
switchport mode access
switchport voice vlan 748
gos trust dscp
auto gos trust
no cdp enable
spanning-tree portfast
service-policy input AutoQos-4.@8-Input-Policy
service-policy output AutoQos-4.@-Output-Policy
T
interface Port-channel?
description Port_Channel_Trunk_Ports
switchport
switchport trunk native vlan 10008
switchport trunk allowed wlan 38,180,148, 248,340
switchport trunk allowed vlan add 841,0940,1000
switchport mode trunk
switchport nonegotiate
gos trust dscp
auto gos trust
| service—policy input AutoQos-4.8-Input-Policy |

Figure 21 (part 3)
Configuring DSCP Policy on ST Servers with Windows Server 2008 & 2012

After MS Windows Server 2003, Microsoft no longer supports 3" party applications (i.e. ST) marking
traffic with a DSCP value using an API. The only alternative is to manually build the following QoS-
policy. The procedure below details how to setup QoS - DSCP for RPT and signaling traffic on a ST HQ
and any DVS servers running on a Windows 2008 or 2012 Server. Perform on each individual Windows
2008/2012 Server used by ST. The instructions below use a local Group Policy Object Editor on the
local Windows server but if all of the ST servers are in a domain in their own OU, without inheriting any
other group policies, the following policy-based QoS configuration can also be completed at the domain
level for all participating ST servers such as HQ, DVS, ECC or any other 3™ party servers running the
DVS software such as a Call Recording server. The Policy-based QoS simply marks all outbound VolP
traffic with a specific DSCP value for data networks enabled for QoS.

Configuration Steps

1. Click the Windows Start button and in the program search box type “gpedit.msc” to open the Local
Group Policy Editor.

Py 2}

o oy o ity
[t oo B o o
- & & e

Figure 22
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2. From the Local Group Policy, navigate to ‘Policy-based QoS’ under Windows Settings within
Computer Configuration.
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Figure 23

3. Right click policy-based QoS and select Advance QoS Settings then go to the DSCP Marking
override tab. Check the Control DSCP marking checkbox and select Allowed and Click OK.

Advanced QoS Settings EE3

Inbound TCP Traffic  DSCP Marking Oventide |
Use of DSCP markings can be restricted to anly QoS policies. This
setting applies to the entire computer.
¥ Control DSCP marking requests From applicabions and services:
« Allowed
Allow sppications and services to set DSCP values
independenthy of QoS policies,
" Ignored
Ignore DSCP marking requests from applications and services.
Only QoS policies can specify DSCP values.

Learn more about Advanced QoS Setbings
[Tok ] comel | heb

Figure 24

4. Right click ‘Policy-Based QoS’ to create each new policy for each needed UDP and TCP ports
specified in Figure 13, for the appropriate ST version. Enter the name of the policy and specify the
appropriate DSCP value, RTP - DSCP 46 and Signaling - DSCP 24 as shown in Figure 25 and 26.
Make sure this value matches the default DSCP values set in ST Connect Director under Call Control >

Options in Figure 14.
Click NEXT.

NOTE: Refer to Figure 12 to convert tfigurehe DSCP value to the format specified in ST
Connect Director.
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RTP Example — DSCP 46
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Figure 26

5. Leave the default “All applications” selected.

Click NEXT.
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Figure 27

Application Note
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6. Select This QoS policy applies to “Only for the following source IP address or prefix” and enter the IP
address with mask of the ST server you are applying the policy to specifically.

Click NEXT

Specify the source and destination IP addresses,

£ Q05 policy can be applied ko outbound traffic that is fram & source of to & destination 1P (IPv4 or
IPw6) address or prefiz, For HTTP response traffic, the destination [P address or prefi: denates the:
chiert(s) that issued the HTTP request.

This QoS policy applies to:

7ty source IP address

% Cinly For the Following source IF address or prefix:

| 172.17.2.6/24

This QoS policy applies to:
% fny destination IF address

£ Cnly For the Folleving destination 1P address or prefix:

Example for a host address: 1.2.3.4 or 3Ffeffff::1
Example for an address prefic: 192,168.1.00/24 or fe80:1 1234148

bout Qs Polic

<ack [ Met> | cowel |

Figure 28

7. Select the protocol and either specify the appropriate source or destination port per policy created.

Click Finish.

Policy-hased Dos

Specify the protocol and port numbers.

8 Q05 policy can be applied to outbound traffic using a spacific protocod, & source port number o
range, or a deskination port rumber oF range,

Select the probocol this QoS policy applies ko:
UL i

Specify the source port number:
1 Frofm any source port

% From this source port rumber or range: | s440)

Exampie for a port: 443
Example for & port range! 137:139

Specify the destination port rumber:
1 To any destination port

' To this destination port number or range: |

bout 905 Polic

< Back I Finish I Cancel

Figure 29

8. Repeat steps 4-7 for each port. The final set of QoS policies should look like the image on the next

page.

NOTE: Ports may vary depending on the ST release referenced in Figure 13.
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B Local Group Policy Editor [_ (D] x]
File  Action  Yiew Help
e e I AN 2 Mo
=/ Local Computer Policy ] | Palicy Name L4, [ protocol [ sourceport [ vestination ... [ sowcep /.., .. [DscPvave [ hrotiel
=] i/ Computer Configuration allishareTel QoS - TCP & UDP S060 dst * TP and LOP * 5060 172.17.2.6/2¢ * 24 -1
31 Software Settings wllishoreTel oS - TCP & UDP 5060 src *  TCPandUOP 5060 * 172172824 ¥ 24 1
B [ Windows Settings wllishoreTel Qos - TCP 5061 dst * TP * 5061 1FZAT.ZEZE ¥ 24 1
El 2] Neme Resolution Policy allishoreTel Qos - TCP 5061 sre TP 5061 » 1721726024 * 24 1
. rE: ;‘;T;:éj"::ﬁ:‘f”'dw") allishareTel Qos - TCP 5430 dst LI . 5430 2AT26RE ¢ 24 1
g " wllishoreTel Qos - TCP 5430 sre * Tep 5430 * F2iT2628 24 -4
t‘ 3 m;::tducn;; glliShoreTel QoS - TCP S447-5446 dst R = - 544715445 172AT.28028 ¢ 24 1
- ol ShersTel QS - TCF E.LIDP 5080 dst wllishoreTel o5 - TCP 5447-5446 src * T 5447:5448 * 172172624 % 24 1
ol ShoreTel QoS - TCP ELIDP 5080 src allishoretel QoS - TCP 5452 dst * TP = 5452 172.17.2.626 * 24 1
alll ShereTel Gos - TCP 5061 dst wllishoreTel Qos - TCP 5452 src * T 5452 * 172172624 * 24 1
ol ShereTel Qo3 - Tcp 061 src wllishoreTel QoS - UDP 5440-5446 dst *uoe * 54405446 172.17.26/24 * 24 1
ally ShoreTel Qos - TP 5430 dst allishoreTel Qos - UDP S440-5446 src *  upp S440:5446 * 1721726026 % 24 1
Il shoreTel Qo3 - TCP 5430 erc allishoreTel QoS - UDP 5450 dst *UDp - 5450 172172624 % 24 1
il shoreTel Qo5 - TCP S447-5448 dst allishoreTel QoS - UDP 5450 src *UDp 5450 * 172172624 % 24 1
il ShoreTel QoS - TCP 5447-5448 src gllishoretel QoS - UDP RTP Media 10000-14500dst *  LDP * 10000:14500  172.17.2.6026 * 46 1
iy Shoretel QoS - TCP 5452 dst whlishoreTel QoS - UDP RTP Media 10000-14500sc * LD 10000: 14500 * 1721728024 % 46 1
wlll ShoreTel Qo5 - TCP 5452 src
il shoreTel QoS - LDP 5440-5446 dst
)] ShoreTel QoS - UDP S5440-5446 src
wll ShoreTel QoS - LUDP 5450 dst
wlli ShoreTel QoS - UDP 5450 s
il Shoretel QoS - LOP RTP Media 10000-14500 dst
i ShoreTel QoS - LDP RTP Media 10000-14500 src
[# | Admiristrative Templates
= & User Configuration
& Software Settings =
[ wWindows Settings =l | |
[ \
Figure 30

9. Run Wireshark on each ST server for approximately 5-10 minutes and filter on each port used in the
policy to verify they are marked accordingly.
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Figure 31
QoS Considerations for SIP Trunking Session Boarder Controller - Ingate

Traffic that routes through a Session Boarder Controller like the Ingate can impact QoS for the duration
SIP trunk traffic is on the customer network. The following screen shots quickly show how to enable
QoS on the Ingate is used and how to apply to QoS Eth0 and Eth1l interfaces. See bullets below for the
following tabs that are configured.
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e QoS Classes Tab — Set up QoS Classes for SIP Media and SIP signaling select Type of QoS to
Priority Queues.

e QoS Eth0 Tab — Set incoming and outgoing QoS to Active. Ensure SIP Signaling and SIP
media are classified as shown in the figures below.

e QoS Ethl Tab — Set incoming and outgoing QoS to Active. Ensure SIP Signaling and SIP
media are classified as shown in the figures below.

e ToS Modification Tab — Set SIP Signaling to DSCP 24 and SIP Media to DSCP 46.

Logging
and Toals

A Basic Rulesand ] SIP ] SIP .. Virtul Private | Quality of
Services | Traffic Faiover Netwarks | Service About

([ QoS QoS QoS  TOS All QoS
(ST Eth0 Ethl Eth? Modification Interfoces

QoS ond
SIP

Type of QoS  (Help)
(% Priority queues

() Bandwidth allocation
QoS Classes (Help)

Packet Size (bytes) TOS Octet

No. Class Name Client Server Service SIP - Delete
Min Max TOS  DSCP

‘1 HS\F’Signalmg || VH V|| v||S|gnaImg.VH H || vH:| O

B ||sPwegz |- 3| o[- || Mediav]] Il | BN I =

E || P |E 8| || e | [MonsiP_|x]| Il | B I =

“ |[Fre |E 8| || | [T Il | B I [
—

TOS Description
MD - Minimize Delay
MT - Maximize Throughput
MR - Maximize Reliability

Figure 32
A Bosic Rulesond | SIP | SIP |, Virtual Private | Quality of | Logging
QoSond QoS QoS PEY QoS TOS All 00S

SIP Closses Eth0 Gl Eth2 Modification Interfoces

Loose Priority (global setting) (Help)
Save D %o for lower priority traffic

OQutgoing Traffic Incoming Traffic

General (Help)
Incoming QoS: & Active () Inactive

General (Help)
Outgoing QoS- & Active () Inactive
Bandwidth (Help)
Total bandswidth limit- kbit's
Reserved for STP media: 200 kbit's
Available bandwidth: 440 kbit's
Classification (Help)

Bandwidths (Help)
Total bandwidth fimit: kbit's
Reserved for SIP media- 200 kbit's
Available bandwidth: 2800 kbit/s

Classification (Help)

Class Priority | Delete Class Priority  Delete

(5 Sgraing 9 [ gresy 91 0
s ess |1 e |
| PR
e | [stom ¥|0

(i it Jrows

Unclassified Traffic (Help)

5P Sgrng ¥ [ ghesy ¥ 03
Sevess v 1ores O
e wl  wO
e ek O

Unclassified Traffic (Help)
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e Basic Rulesond | SIP J SIP | . Virtual Private | Quality of
QoSand QoS

QoS QoS QoS NEM(VIN All QoS
SIP Closses EthO Eth1 Eth2 [[RTICIONY Interfoces

TOS/DSCP Modification
You can modify the TOS octet of packets leaving the firewall. You can either specify a
value for the (3 bit) TOS field (RFC 791), or you can specify a value for the (6 bit)
Differentiated Services field (RFC 2474). Note that the DSCP value is entered in decimal

form in this table.
TOS Octet
Class =2 Delete
TOS DSCP
siPsignalingv|[- v|72a |0
SIPMedia ¥| - ~|las | O
(Addnewrows J[1 —Jrows.
TOS Description

MD - Minimize Delay
MT - Maximize Throughput
MR - Maximize Reliability

Figure 34
Power Over Ethernet

Typically, most VolP deployments will utilize Power over Ethernet to power an IP Phone from the
Ethernet connection rather than using a power supply plugged into the wall outlet. This makes for a
simplified physical deployment of the IP Phone. A few things to consider is the power consumption of a
group of IP phones vs. the amount of power a data switch can actually support at one time. When the
power consumption is exceeded, the data switch turns off the POE to protect the switch and all of the
phones on the switch power down. When designing a data network with edge/closet data switches,
look for the total wattage of power that the data switch can support such as 370W for example. Also
consider the power consumption of the IP phones that will be connected to the selected data switch. All
IP phones identify idle, active and max power consumption specifications. For example, an IP 485G
lists the power specs as Power Class 2 PoE, 3.0W idle, 4.4W active, and 4.9W max. If a data switch
cannot determine the POE Power Class of the connected device, it will instead send the max power to
the phone, which is 15.4W either during the phone boot process and/or the idle or active states. Using
LLDP, the data switch can automatically detect the Power Class and send the appropriate power levels
to the phone so as not to max out at 15.4W and consume all of the data switch’s available PoE power
supply for IP Phones. Use any data switch Show commands to display actual power consumption
levels of IP Phones during or post deployment to ensure the data switch is adequately powering all of
the phones.

Port Scanning on Network

It is recommended that using any typical port scanners like NMAP, IP Scanner, Nessus, IPS, IDS, etc.
exempt all ports and IP’s used by all Mitel system equipment. Port scanning any vendors’ VolP
equipment is known to cause congestion, resets, packet drops of valid TCP connections and can have
many more unforeseen effects that can lead to unexpected behavior in the UC VolP environment. It is
an industry best practice to not scan any UC VolP equipment and to exempt those ports from scanning
to not cause unintended behavior on the specific ST system.

Port Security on Data Switches

When you enable port security on a voice VLAN port, you must set the maximum allowed secure
addresses on the port to at least two. When the port is connected to an IP phone, the IP phone requires
two MAC addresses: one for the access VLAN and the other for the voice VLAN. Also, you cannot
configure static secure MAC addresses in the voice VLAN. Unless port security is a requirement in your
network, the best practice is to disable port security for ports connected to VolP devices or servers.

960 Stewart Drive Sunnyvale, CA 94085 USA Phone +1.408.331.3300 +1.877.80SHORE Fax +1.408.331.3333 www.mitel.com
39


http://www.mitel.com/

00 Mitel

Powering connections

Application Note

MTU Considerations for Site to Site Tunnel Connections

While Tunnels for VoIP between sites are not ideal, there are scenarios where a tunnel such as VPN is
the only connectivity option to allow VolP at a remote site. IPsec (and GRE) can add considerable
overhead to user packets. This overhead can cause large (possibly larger than the Path Maximum
Transmission Unit, PMTU,) IPsec or GRE/IPsec packets to be dropped or fragmented (broken into
smaller pieces). An interface MTU is the maximum packet size in bytes that can be transmitted out of
an interface. The MTU between two devices over an intervening network is called the path MTU. This
distinction is important because simply increasing the MTU on one device along the network path will
not resolve a MTU issue unless every device in the path is increased or decreased to accommodate the
MTU. Mitel supports MTU Discovery; however, if ICMP is being blocked along the path for any reason
so that the MTU Discovery negotiation isn’t communicated back to the other end or MTU Discovery is
not supported anywhere along the same path, MTU Discovery won’t work properly.

Mitel's default payload size for all of its VolP protocols is 1400 bytes as of ST11.2 Build 16.43.8500 or
greater (does not include ST12.0 and ST12.1 builds) and ST 12.2 Build 17.41.7001 or greater and if
running ST Distributed Routing Service (DRS), ST11.2 Build 16.43.8501 or greater and ST 12.2 Build
17.41.7003 or greater. This payload size will generally allow Mitel to operate seamlessly over Virtual
Private Networks (VPNs) and other topologies using common tunneling protocols. In some instances
when a provider or VPN tunnel configuration inadvertently sets the path MTU too low, ideally, the WAN
path MTU needs to be changed along the appropriate links to the appropriate size above the Mitel
default payload size plus overhead (typically 28 bytes for IP/ICMP headers) up to 1500 bytes. If the
MTU cannot be changed, worst case, the resolution must be to configure the network to IGNORE the
Do Not Fragment (DNF) bit and allow Fragmentation and Reassembly by the VPN/Tunnel devices.
While fragmentation causes some performance degradation on the receiving IPsec VPN gateway and a
reduction in packet throughput, it is better in most cases than dropping larger than the allowed PMTU
packets all together that violate the set PMTU so VolP communication does not function properly.
Newer ST switches set the Do Not Fragment bit by default. A network using IPsec tunnels as VPN
transport between sites will drop ST packets unless they are configured to allow fragmentation over the
VPN. For details on how to set the proper path MTU, fragmentation and drop configurations, please
consult your firewall or router/switch manufacturer's documentation. For any other MTU considerations
with Mitel, please contact Mitel TAC for further assistance.

To quickly assess a WAN path’s PMTU, execute a series of ping tests using the following command at a
Window’s CDM prompt from the remote end of the WAN tunnel connection;

ping <HQ server IP> -f -| XXXX (e.g. ping <HQ server IP> -f -| 1400), where XXXX is the packet size.

Begin increasing or decreasing the packet size from this number in small increments until you find the
largest allowable size that does not fragment and successfully pings.

Packet Captures
How do | verify the packets are marked with the right DSCP value?

Once you have incorporated all of the best practices in this document, one of the final steps is to verify
that the Mitel packets are marked correctly in order to be honored by the QoS configuration on the data
network. The two figures below show where to look in a packet to see the DSCP value that is marked
for QoS. If the RTP packets are not marked as Expedited Forwarding and the signaling packets per
Figure 13 are not marked as CS3, revisit the previous sections to find the issue and retest until the
packets are marked correctly. It is a best practice to check as many different sources of Mitel traffic on
the data network to ensure individual segments were not missed.
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284 2015-04-22 1 47.877158 10.40.12.55 10.40.12.68 SRTP 74 PT=ITU-T G.729,

285 2015-04-22 47.892844 .40.12. .40.12. 74 PT=ITU-T G.

286 2015-04-22 17:32:47.897243 10.40.12.55 10.40.12.68 SRTP 74 PT=ITU-T G.729,
« .21, = ‘ e AT T~ S
= Frame 285: 74 byte ] ed (592 bits)

@ Ethernet II, Src:|Shoretel_2d:46:7e :10:49:2d:46: , Dst: Shoretel_02:b3:69 (00:10:49:02:b3:69)
g Internet Protocol Version 4, Src: 10.40.12.68 (10.40.12.68), Dst: 10.40.12.55 (10.40.12.55)
version: 4
Header Length: 20 bytes
= Differentiated Services Field: Oxb8 (DSCP Ox2e: Expedited Forwarding;| ECN: 0x00: Not-ECT (Not ECN-Capable Transport))
Total Length: 60
Identification: Oxb35c (45916)
# Flags: 0x02 (Don't Fragment)
Fragment offset: 0
Time to live: 64
Protocol: UDP (17)
= Header checksum: 0x59d2 [validation disabled]
source: 10.40.12.68 (10.40.12.68)
Destination: 10.40.12.55 (10.40.12.55)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
@ User Datagram Protocol, Src Port: 10000 (10000), Dst Port: 10000 (10000)
# Real-Time Transport Protocol

Figure 35
516 2015-04-22 17:32:50.018117 10.40.12.68 10.40.12.239 TLSv1 1031 Application Dats
517 2015-04-22 17 o 10.40.12.68 10.40.12.239 997 Request: PUBLISH
518 2015-04-22 17:32:50.019825 10.40.12.239 10.40.12.68 TLSV1 540 AppTlication Datg
519 2015-04-22 17:32:50.021050 10.40.12.239 10.40.12.68 SIP 472 status: 200 OK |
| [ | »

# Frame 517: 997 bytes on wire (7976 bits), 997 bytes captured (7976 bits)
# Ethernet II, Src: |Shoretel_2d:46:7e 00:10:49:2d:46'7e§| Dst: vmware_1f:b5:90 (00:0c:29:1f:b5:90)
s|Internet Protocol Version 4, Src: 10.40.12.68 (10.40.12.68)| Dst: 10.40.12.239 (10.40.12.239)
Version: 4
Header Length: 20 bytes
§Differentiated Services Field: O0x60 (DSCP Ox18: Class Selector 3] ECN: Ox00: Not-ECT (Not ECN-Capable Transport))
Total Length: 983
Identification: Oxba83 (47747)
@ Flags: O0x02 (Don't Fragment)
Fragment offset: O
Time to live: 64
Protocol: TCP (6)
# Header checksum: Ox4ebb [validation disabled]
Source: 10.40.12.68 (10.40.12.68)
Destination: 10.40.12.239 (10.40.12.239)
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
@ Transmission Control Protocol, Src Port: 45294 (45294), Dst Port: 65061 (65061), Seq: 6660, Len: 931
# Session Initiation Protocol (PUBLISH)

Figure 36
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Conclusion

There are many different specialized QoS configuration options that were not discussed in this
document; however, the most common were highlighted in a mid-level manner to help any IT
administrator or Data Network Administrator with limited VoIP QoS background easily understand how
best to deploy Mitel VolP with the highest degree of success.

Other topics are very pertinent but are beyond the scope of this document, such as:
e Private VLANs
o MAC address locking/filtering

Denial of Service (DOS) / Distributed DOS (DDOS) attack prevention

Voice encryption

Security best practices
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Appendix A: Avaya CoS/QoS Config Examples
Avaya ERS4500 — Enterprise Device Manager
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E]Remote Access 2 IPPhonelnterfaceGroup trusted inputipClassi input802Ciassification, i i aggregate
_ EIMBWesPage 55001 SqosDisabledifcs . inputipClassification,nput802Classification, ifcati disabled
b [_}Device
o [_JEdit
I [} Security
I [} Graph
b [_]Power Management
b [JVLAN
b P
r [PV
417 QoS
[=] QoS Devices
QoS Rules
QoS
QoS Agent
[=] QoS Traffic Profile
I [} Serviceabilty
42 Help
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&l | |
Support Portal (Avaya) ~
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i ] Legend 1| TotalRows: 3 raw(s)
»
Copyright 2 Avsyz Inc. All rights ressrv
Figure A1
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=] M5 Web Page
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=] 0oS Agent 143 IPPhoneintarfaceGroup 27 wversioni version2
[E] Qo8 Traffic Profile 14 IPPhonelnterfaceGroup 27 version1,version2
! '_——' Sesviceabity 1i5  IPPhoneinterfaceGroup 4 versiend, version2
4 {—JHelp =
. ; ’ 1/  [PPhoneinterfaceGroup 27 versionl,version2
=] Device Manager Basic
E| Support Partal (Avaya) 17 IPPhoneinterfaceGroup 27 version1,version2
=] support Portal (Nortel Le._| JMB__ IPPhoneinterfaceGroup Ll version, version2 :l
:‘I I || Legend I ¥ 1| Total Rowes + 23 row(s)
o Copyright & 20 Avaya Inc. All GHtS resarved. Revision number: 25545

Figure A2

NOTE: Requires a reboot to change default QueueSet. Only 8 of 32 used. Chose 3, displays 27 which
are same. Also Change default Queue Config (QueueSet) and Packet Buffer Allocation (Maximum).
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42 %| G shoreveiprector — Network M wl,’gmsm x (o} .2 393

File Edit View Favorites Tools Help

iy =
523 € | Suggest=d Sites v 2 | Web Sice Gaflery. ~
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ERS4000 - <« ysical View Switch Summary %/|| F=] QoS Devic
f ‘ > E | E| @ Configuration || Policy Class Support || Policy Devica Tdentification || Resource Allocation
Search: %R

- ool | “Refresh | @Help
4 - Configuration

(] Administration QosOperMode: | @) anable ble
i [ Device
b (It NVRamCommitDelay:  1p 0..604800 seconds
Pt po |”| ResetToPartialDefaults
[} Graph S ‘
i [_JPower Management [ ResetToDefaults
b [CJVLAN
b (P DefaultQueueCfa: |- qeyesetone ) queueSetTwo @ queueSetThree
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Figure A3
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Figure A4
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Figure A6

NOTE: Change DSCP 26 to 24 per the new ST Signaling DSCP standard recommendation.
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Appendix B: Adtran CoS/QoS Config Examples
Adtran - NetVanta 1335 PoE Example

NOTE: Change DSCP 26 to 24 per the new ST Signaling DSCP standard recommendation.

goscos-map 101

gos cos-map 2 2

gos cos-map 334
goscos-map 4567

oS queue-type strict-priority
I

dosdscp-cosOS162634464856t001 234567
!

Qlan 20
name "VOICE_VLAN"

Figure B1

interface switchport 0/1
description ** VOICE ACCESS PORT ***
spanning-tree edgeport
gos trust cos
no shutdown
switchport access vlan 20
!
interface switchport 0/2
description *** VOICE ACCESS PORT ***
spanning-tree edgeport
gos trust cos
no shutdown
switchport access vlan 20

Figure B2
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Appendix C: Cisco CoS/QoS Config Examples

If configuring MQC-based QoS for layer-2/3 network devices or MLS-based QoS for layer-2 network
devices, use AutoQoS, add any interface specific commands listed in the sections above not configured
by AutoQoS and apply the scripted policy-map QoS configuration to the appropriate interfaces that VolP
traffic will traverse where applicable. Applying the policy-map QoS configuration to a VLAN interface is
much easier than to each physical interface. If configuring QoS for layer-3 MLS-based networking
devices, see the example in Figure 17 of this document.
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Appendix D: Dell CoS/QoS Config Examples

Dell — 3548 0 Example

gos
priority-queue out num-of-queues 4
wrr-queue cos-map 1 0

wrr-queue cos-map 2 3

wrr-queue cos-map 35

gos map dscp-queue Oto 1

gos map dscp-queue 24 to 2

gos map dscp-queue 46 to 3

gos trust dscp
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Appendix E: Juniper CoS/QoS Config Examples

For information regarding a validated Juniper QoS Configuration Example with a LAN only configuration
that works with ST VolIP on the Voice VLAN, refer to the Knowledge Base article KB1002 - Juniper EX
Series Switches CoS-QoS Mitel VolP Configuration Example article.

Juniper

Create firewall filter VOIP to match and map RTP and Signaling traffic to correct forwarding classes
Juniper — EX4200 Example

Create forwarding classes mapped to specific queues

set class-of-service forwarding-classes class voice queue-num 5

set class-of-service forwarding-classes class voice-control queue-num 3

Create BA classifiers mapping forwarding classes to DSCP code points

set class-of-service classifiers dscp ezqos-dscp-classifier forwarding-class voice loss-priority low code-points ef

set class-of-service classifiers dscp ezgos-dscp-classifier forwarding-class voice-control loss-priority low code-
points cs3

Create schedulers with buffer size, queue priority etc.

set class-of-service schedulers voice-sched transmit-rate percent 15
set class-of-service schedulers voice-sched buffer-size percent 5
set class-of-service schedulers voice-sched priority strict-high

set class-of-service schedulers voice-control-sched transmit-rate percent 10

set class-of-service schedulers voice-control-sched buffer-size percent 5

set class-of-service schedulers voice-control-sched priority low

Create scheduler maps to bind schedulers to forwarding classes (queues)

set class-of-service scheduler-maps ethernet-cos-map forwarding-class voice scheduler voice-sched

set class-of-service scheduler-maps ethernet-cos-map forwarding-class voice-control scheduler voice-control-
sched

Bind CoS to interfaces (up/downlinks of core/edge switches)

set class-of-service interfaces ge-1/0/21 scheduler-map ethernet-cos-map

set class-of-service interfaces ge-1/0/21 unit O classifiers dscp ezqos-dscp-classifier

set class-of-service interfaces ge-1/0/22 scheduler-map ethernet-cos-map

set class-of-service interfaces ge-1/0/22 unit O classifiers dscp ezqos-dscp-classifier

Set interface(s) for IP phone and a user’'s PC connected to a single switch port

set vlans vlan_data vlan-id 10
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set vlans vlan_voice vlan-id 20
set interface ge-0/0/0 unit O family ethernet-switching vlan members vlan_data
set ethernet-switching-options voip interface ge-0/0/0 vlan vlan_voice
set ethernet-switching-options voip interface ge-0/0/1.0 forwarding-class voice
Set “Port Fast” using EDGE command on connected ST devices (i.e. servers, SG switches, phones)
set protocols rstp interface ge-0/0/0.0 edge
set protocols rstp interface ge-0/0/1.0 edge
To validate configuration use the example commands for each switch and uplink interface
show configuration | no-more | display set (optional display formats to show running configuration)
show class-of-service (shows only the QoS configuration vs. all configuration)
show firewall (shows any advanced filter rules that may be used)

show interfaces queue ge-0/0/1 (checks all port queues for matched priority traffic and dropped packets.)

monitor interface ge-7/0/0 (check all uplink/downlink interfaces for drops, errors, discard, etc. If configured
properly, they should all be 0 and not increment. Check phone interfaces as needed.)

TIP: ST13 Example (refer to Figure 12 for other ST release specific port usage to include)
set firewall family inet filter VOIP term VOIP_RTP1 from protocol udp
set firewall family inet filter VOIP term VOIP_RTP1 from source-port 10000-10550
set firewall family inet filter VOIP term VOIP_RTP1 then loss-priority low
set firewall family inet filter VOIP term VOIP_RTP1 then forwarding-class voice
set firewall family inet filter VOIP term VOIP_RTP1 then accept
set firewall family inet filter VOIP term VOIP_RTP2 from protocol udp
set firewall family inet filter VOIP term VOIP_RTP2 from destination-port 10000-10550
set firewall family inet filter VOIP term VOIP_RTP2 then loss-priority low
set firewall family inet filter VOIP term VOIP_RTP2 then forwarding-class voice
set firewall family inet filter VOIP term VOIP_RTP2 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING1 from protocol udp
set firewall family inet filter VOIP term VOIP-SIGNALLING1 from source-port 2427
set firewall family inet filter VOIP term VOIP-SIGNALLINGL1 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLINGL1 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING1 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING2 from protocol udp
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set firewall family inet filter VOIP term VOIP-SIGNALLING2 from source-port 2727

set firewall family inet filter VOIP term VOIP-SIGNALLING2 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLING2 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING2 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING3 from protocol udp

set firewall family inet filter VOIP term VOIP-SIGNALLING3 from source-port 5440-5446

set firewall family inet filter VOIP term VOIP-SIGNALLING3 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLING3 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING3 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING4 from protocol udp

set firewall family inet filter VOIP term VOIP-SIGNALLING4 from source-port 5450

set firewall family inet filter VOIP term VOIP-SIGNALLING4 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLING4 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING4 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLINGS from protocol udp

set firewall family inet filter VOIP term VOIP-SIGNALLINGS5 from source-port 5060

set firewall family inet filter VOIP term VOIP-SIGNALLINGS5 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLINGS5 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLINGS then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING6 from protocol udp

set firewall family inet filter VOIP term VOIP-SIGNALLING6 from destination-port 2427

set firewall family inet filter VOIP term VOIP-SIGNALLING®6 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLINGG6 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLINGG6 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING7 from protocol udp

set firewall family inet filter VOIP term VOIP-SIGNALLING?7 from destination-port 2727

set firewall family inet filter VOIP term VOIP-SIGNALLING?7 then loss-priority low

set firewall family inet filter VOIP term VOIP-SIGNALLING?7 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING7 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLINGS from protocol udp
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set firewall family inet filter VOIP term VOIP-SIGNALLINGS from destination-port 5440-5446
set firewall family inet filter VOIP term VOIP-SIGNALLINGS then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLINGS then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLINGS then accept
set firewall family inet filter VOIP term VOIP-SIGNALLINGS from protocol udp
set firewall family inet filter VOIP term VOIP-SIGNALLINGS from destination-port 5450
set firewall family inet filter VOIP term VOIP-SIGNALLING9 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING9 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING9 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING10 from protocol udp
set firewall family inet filter VOIP term VOIP-SIGNALLING10 from destination-port 5060
set firewall family inet filter VOIP term VOIP-SIGNALLING10 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING10 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING10 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING11 from protocol tcp
set firewall family inet filter VOIP term VOIP-SIGNALLING11 from source-port 5430
set firewall family inet filter VOIP term VOIP-SIGNALLING11 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING11 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING11 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING12 from protocol tcp
set firewall family inet filter VOIP term VOIP-SIGNALLING12 from source-port 5447
set firewall family inet filter VOIP term VOIP-SIGNALLING12 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING12 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING12 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING13 from protocol tcp
set firewall family inet filter VOIP term VOIP-SIGNALLING13 from source-port 5452
set firewall family inet filter VOIP term VOIP-SIGNALLING13 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING13 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING13 then accept

set firewall family inet filter VOIP term VOIP-SIGNALLING14 from protocol tcp
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set firewall family inet filter VOIP term VOIP-SIGNALLING14 from destination-port 5430
set firewall family inet filter VOIP term VOIP-SIGNALLING14 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING14 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING14 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING15 from protocol tcp
set firewall family inet filter VOIP term VOIP-SIGNALLING15 from destination-port 5447
set firewall family inet filter VOIP term VOIP-SIGNALLING15 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING15 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING15 then accept
set firewall family inet filter VOIP term VOIP-SIGNALLING16 from protocol tcp
set firewall family inet filter VOIP term VOIP-SIGNALLING16 from destination-port 5452
set firewall family inet filter VOIP term VOIP-SIGNALLING16 then loss-priority low
set firewall family inet filter VOIP term VOIP-SIGNALLING16 then forwarding-class voice-control
set firewall family inet filter VOIP term VOIP-SIGNALLING16 then accept
set firewall family inet filter VOIP term ACCEPT_ALL then accept
Option 1 - Bind firewall filter VOIP to the Voice VLAN interface (apply to any other VLANS as necessary)
set interfaces vlan unit 20 family inet filter input VOIP

Option 1a - Create VLAN Rewrite Rules to mark or remark traffic between VLANS

set class-of-service rewrite-rules dscp v4rw forwarding-class voice loss-priority low code-point ef

set class-of-service rewrite-rules dscp v4rw forwarding-class voice-control loss-priority low code-point cs3

Option 1b - Bind Rewrite Rules to “VLAN” interfaces where VolIP traffic exists

set class-of-service interfaces vlan unit 20 rewrite-rules dscp v4rw

Option 2 - Bind firewall filter VOIP to a physical interface (apply to any L3 up/down links or untrusted switches)
set interfaces ge-1/0/0 unit O family inet filter input VOIP
Option 2a - Create “Interface” Rewrite Rules for interfaces that can’t bind VLAN rewite rules

set class-of-service rewrite-rules dscp rewrite-dscp forwarding-class voice loss-priority low code-point ef

set class-of-service rewrite-rules dscp rewrite-dscp forwarding-class voice-control loss-priority low code-point cs3

Option 2b - Bind “Interface” Rewrite Rules to interfaces that can’t bind VLAN rewite rules

set class-of-service interfaces ge-1/0/18 unit O rewrite-rules dscp rewrite-dscp

set class-of-service interfaces ge-1/0/19 unit O rewrite-rules dscp rewrite-dscp

IMPORTANT TIP: Don’t mix commands from above example Options 1a-b with Options 2a-b on
any overlapping physicallvirtual interfaces as a one-way audio issue could occur.
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Appendix F: HP CoS/QoS Config Examples
HP Procurve — 2520G-24-POE Examples

Figure F1
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Figure F2

HP Procurve — 2920G-24G Example

HP-2920-24G# sh run

Running configuration:

; J9726A Configuration Editor; Created on release #WB.15.11.0007

: Ver #03:12.15.0d:09

hostname "HP-2920-24G"

module 1 type j9726a

class ipv4 "All_Other"
10 ignore ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 ip-dscp ef
20 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 10000 10550
30 ignore ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 ip-dscp cs3
40 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 2427
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50 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 2727
60 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5060
70 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5440 5446
80 ignore udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5450
90 ignore tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5060 5061
100 ignore tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5430
110 ignore tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5447 5448
120 ignore tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5452
exit
class ipv4 "VolP_Audio"
10 match ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 ip-dscp ef
20 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 10000 10550
exit
class ipv4 "Call_Control"
10 match ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 ip-dscp cs3
20 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 2427
30 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 2727
40 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5060
50 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5440 5446
60 match udp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5450
70 match tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5060 5061
80 match tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5430
90 match tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 range 5447 5448
100 match tcp 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255 eq 5452
exit
policy gos "VOIP"
10 class ipv4 "VolP_Audio" action dscp ef action priority 5
20 class ipv4 "Call_Control" action dscp af31 action priority 3
30 class ipv4 "All_Other" action dscp default action priority O
exit
gos dscp-map 011010 priority 3
gos dscp-map 101110 priority 5
gos type-of-service diff-services
vlan 52 service-policy VOIP in

vlan 51 service-policy VOIP in
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Document and Software Copyrights
© Copyright 2017, Mitel Networks Corporation. All Rights Reserved.

Mitel Networks Corporation reserves the right to make changes without notice to the specifications and
materials contained herein and shall not be responsible for any damage (including consequential)
caused by reliance on the materials presented, including, but not limited to typographical, arithmetic or
listing errors.

Trademarks

The Mitel word and logo are trademarks of Mitel Networks Corporation. Any reference to third-party
trademarks is for reference only and Mitel makes no representation of ownership of these marks.

Disclaimer

Mitel tests and validates the interoperability of the Member's solution with Mitel's published software
interfaces. Mitel does not test, nor vouch for the Member's development and/or quality assurance
process, nor the overall feature functionality of the Member's solution(s). Mitel does not test the
Member's solution under load or assess the scalability of the Member's solution. It is the responsibility of
the Member to ensure their solution is current with Mitel 's published interfaces.

The Mitel Technical Support organization will provide Customers with support of Mitel 's published
software interfaces. This does not imply any support for the Member's solution directly. Customers or
reseller partners will need to work directly with the Member to obtain support for their solution.
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