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Introduction

This guide describes the equipment, network, and configuration considerations that apply when setting
up Mitel virtual appliances on servers enabled with VMware® vSphere™ virtualization or Microsoft
Hyper-V.

Note: This guide provides information about VMware and Hyper-V applications and
requirements that were valid for previous releases, and which may not be up-to-date.
Always refer to your current VMware or Hyper-V documentation for the latest information.

Mitel currently offers the following virtual appliances.

Supported in VMware:

MiVoice Business Virtual

MiCollab Virtual

MiVoice Border Gateway Virtual
MiContact Center Office

MiContact Center Business

MiContact Center Enterprise

MiVoice Call Recording

Virtual Open Integration Gateway (vOIG)

Virtual Contact Center (vCC), Virtual MiVoice Call Accounting, Virtual IVR, Virtual Contact Center
Bundle

MiVoice Business Express

MiCloud Management Portal (formerly Oria)
MiCloud Management Gateway

MiVoice Office 250 (PS-1 only)

MiVoice MX-ONE

MiVoice 5000

MiVoice Office 400

MiVoice Connect

MiVoice Office Mobile Application

Mitel Mass Notification

Note:
1. MiCollab Client Virtual has been discontinued as a standalone product. The server
function for all of the clients is now included in MiCollab.

2. MiCollab Outlook Plugin and MiCollab Audio, Web and Video Conference sharing
are not supported in the virtual environment.
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Supported in Hyper-V:

MiVoice Business Virtual
MiCollab Virtual

MiVoice Border Gateway Virtual
MiContact Center Business
MiVoice Business Express
MiVoice 5000

MiVoice Office 400

MiVoice Connect

MiVoice MX-ONE

MiContact Center Enterprise

Note: MiCollab Client Virtual has been discontinued as a standalone product. The server
function for all of the clients is now included in MiCollab.

The following Mitel applications are available as VMware-Ready® applications that you can install in a
virtual machine:

MiContact Center (also available as a virtual appliance, as shown in the list above)
MiVoice Business Reporting (also available as a virtual appliance, as shown in the list above)

MiVoice Enterprise Manager

Benefits of virtualization

Virtualization can offer significant benefits to a data center; they are described on the VMware and
Hyper-V Web sites, and summarized here:

Reduced capital expenditure on physical servers

Dedicated physical servers or appliances are not required for each application, resulting in server
consolidation and hardware savings when using a virtual infrastructure. In addition, multiple
operating systems can run on a single server.

Reduced operations and maintenance costs

Having fewer servers reduces time, effort, and cost for server management. Placing Mitel virtual
appliances in the virtual infrastructure with other virtualized business applications provides further
cost savings through integrated IT processes.

Reduced power consumption
Virtual data centers have inherent power savings due to the reduced number of servers.

In VMware deployments, VMware Distributed Power Management (DPM) and the vMotion feature
reduce the number of servers running at any given time.
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* Improved application availability

VMware offers several high availability features. One example is the VMware High Availability
feature, which can monitor server and virtual appliance health. In the case of a host server failure,
the virtual appliances can be restarted on a different server, minimizing down time. When server
maintenance is necessary, Mitel virtual appliances can be moved to another server using vMotion,
avoiding a service outage.

Hyper-V availability features are not available for Mitel products at this time.

* Integrated business continuity

By consolidating Mitel virtual appliances within the customer's virtual infrastructure, the disaster
recovery features provided by VMware will be applied consistently to all of the critical services.

Hyper-V availability features are not available for Mitel products at this time.

+ Seamless telephony integration when using Mitel virtual appliances

Mitel’s adoption of virtualization has allowed continued compatibility and the ability to integrate with
existing customer network and telephony infrastructure, just as Mitel physical server-based
applications such as the 3300 ICP do.

* Faster system deployment

Mitel virtual appliances are inherently simpler to deploy into an existing data center. Increasing
communication capacity or adjusting overall workload is easier and faster than the equivalent
operations in traditional hardware and dedicated servers.

* Update roll-back

VMware features provide methods to quickly and easily restore a virtual appliance to its exact state
before an upgrade, should a problem arise during an application or virtual appliance upgrade. On
a physical system, a failed upgrade usually requires rebuilding the system and performing a data
restore.

Hyper-V features are not available for Mitel products at this time.

This Solutions Guide discusses configuration and performance at the general solution level. The
planning and configuration guidelines discussed here apply to the deployment of all Mitel virtual products.
Product installation and configuration procedures and engineering guidelines are described in the
product documentation for each individual product. See the Documentation page on Mitel OnLine.

For more information about designing multi-node Mitel networks, both physical MiVoice Business-based
and MiVoice Business Virtual-based, refer to the Multi-Node Networking Solutions Guide.


http://edocs.mitel.com/TechDocs/Solutions-Guides/MCD/MN-Network.pdf

Software requirements

Software requirements

Microsoft Hyper-V and VMware have specific software requirements, as detailed in the following
sections:

+  “VMware software requirements” on page 5

*  “Hyper-V software requirements” on page 6
VMware software requirements

Table 1 shows the VMware software product versions supported for use in a Mitel virtualized data center.

Supported VMware vSphere software release

* vSphere Release 7.0 is recommended, including ESXi 7.0, vCenter 7.0, vSphere Client 6.5, and
vCloud Director 5.5.

vSphere Release 6.0 continues to be supported.

» vSphere Hypervisor 6.5 (ESXi) in standalone mode is supported, but management with vCenter
Server is recommended. The VMware vSphere Client, including desktop application or Web Client
variants, can also be used. Note that the new features added to vSphere 6.0 are available only in
the Web Client.

Table 1: VMware version support

VERSIONS
SOFTWARE SUPPORTED ADDITIONAL REQUIREMENTS

VMware vSphere™ 7.0 vSphere contains vCenter Server, ESXi, and other
features.
For a full description of vSphere, refer to
http://www.vmware.com/products/datacenter-virtu
alization/vsphere/overview.html

VMware vCenter™ Server 7.0,6.7,6.5 vCenter is optional.

ADDITIONAL COMPATIBLE VMWARE APPLICATIONS

VMware vCloud Director 7.0,6.7, 6.5, See “vCloud Director” on page 97.
5.5.x
VMware ESXi 7.0,6.7,6.5 Plus any available updates
Release 6.5+ preferred

vCloud Networking and Security 51-55
(vCNS), including vCNS
VMware Horizon View™ 8.0,7.0,6.7,

6.5, 7.x, 6.x

53,52

VMware vSphere Storage Appliance 7.0,6.7,6.5 See “Storage” on page 17.
(VSA)
vSAN 6.6


http://www.vmware.com/products/datacenter-virtualization/vsphere/overview.html
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Notes:
1. For a breakdown of the VMware products available for use with of the Mitel virtual appliances, see Table 7.

2. VMware also provides a bundled product collection known as vCloud Suite which contains several of the
specific products listed in the table (vSphere, vCloud Networking and Security, vCloud Director, Site
Recovery Manager). vCloud Suite also contains several products not listed in the table (vCenter Operations
Manager, vCloud Automation Center).

See http://www.vmware.com/products/vCloud-suite. Availability of features and products in the vCloud Suite
lineup for use with Mitel products are as listed in the table.

3. VMware vSphere version 5.5 is no longer supported.
Hyper-V software requirements

Table 2 shows the Hyper-V software product versions required for use in a Mitel virtualized data center.
Table 2: Hyper-V software requirements

VERSIONS
SOFTWARE SUPPORTED ADDITIONAL INFO AND REQUIREMENTS
Windows Server with Hyper-V role 2012 R2 Refer to
2016 http://technet.microsoft.com/en-us/library/hh8315
31.aspx for details.
Hyper-V Server 2012 R2 * MiVoice Business Virtual Release 9.1
* MiContact Center Enterprise
* MiContact Center Office
Hyper-V Server 2008 MiContact Center Release 7.1
2012
Hyper-V Server 2016 * MiContact Center Release 7.1

* MiCollab Release 9.1

* MiVoice Business Virtual Release 9.0 and
onwards

* MiVoice Office 400 Release 6.0 and onwards
+ MX-ONE Release 7.1 and onwards
* MiContact Center Enterprise

Hyper-V Server 2019 * MiContact Center Release 7.1

* MiCollab Release 9.3
* MiVoice Business Virtual 9.0

Mitel Product version support for VMware and Hyper-V

Table 3 shows the Mitel virtualized product versions supported in VMware and Hyper-V.

Table 3: Mitel product version support

SOFTWARE VMWARE IS SUPPORTED HYPER-V IS SUPPORTED
CURRENT RELEASES
MiVoice Business Virtual 9.4 9.4
MiVoice Connect 19.3 19.3
MiVoice Border Gateway Virtual 11.4 11.4


http://technet.microsoft.com/en-us/library/hh831531.aspx
http://technet.microsoft.com/en-us/library/hh831531.aspx
http://www.vmware.com/products/vcloud-suite

Software requirements

SOFTWARE VMWARE IS SUPPORTED HYPER-V IS SUPPORTED

MiVoice MX-ONE 7.4 SP2 7.4 SP2
MiVoice Office 400 7.0 7.0
MiVoice 5000 8.0 8.0
MiCollab Virtual 9.3 SP1 9.3
Mitel Mass Notification 6.5 not supported
MiVoice Office Mobile Application 6.1 not supported
MiContact Center Office Virtual 6.2 SP1 6.2 SP1
MiContact Center Business Virtual 9.4 9.4
MiContact Center Enterprise 9.5 9.5
MiVoice Call Recording 9.2 SP5 9.2 SP5
Virtual Open Integration Gateway (vOIG) 4.2 SP1 4.2 SP1
MiVoice Business Express 8.0 8.0
MiCloud Management Portal (Oria) 6.0 not supported
MiCloud Management Gateway 5.0 not supported

PREVIOUS RELEASES

MiVoice Business Virtual / vMCD

all releases since 6.0 SP2

all releases since 7.02

MiVoice Connect

all releases since 19.1

all releases since 19.1

MiVoice Border Gateway Virtual

all releases since 7.1

all releases since 8.0 SP1

MiVoice MX-ONE

all releases since 6.3

all releases since 7.1

MiVoice Office 400

all releases since 5.0

all releases since 6.0

MiCollab Virtual / vVMAS

all releases since 5.0

all releases since 6.0

MiCollab Client Virtual / vUCA

all releases since 6.0 SP1

all releases since 6.0 SP4

NuPoint Unified Messaging Virtual

all releases since 6.0

all releases since 7.0

MiContact Center Virtual (MiCC Virtual)

all releases since 7.1 SP1

all releases since 7.1 SP1

MiContact Center Enterprise

all releases since 7.0

all releases since 9.2

Virtual Customer Service Manager (vCSM) all releases since 6.0 not supported
Virtual Open Integration Gateway (vOIG) all releases since 2.0 41
MiContact Center Office Virtual all releases since 6.1 SP1 not supported
Oria all releases since 5.0 not supported
MiVoice Call Recording all releases since 8.1 SP1 9.2 SP4

MiVoice Business Express

all releases since 6.0

all releases since 7.1

Note: Refer to the Engineering Guidelines for each product; see Table 9 on page 39.
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Hardware requirements

VMware hardware requirements:

For the list of processors supported by VMware, refer to
http://www.vmware.com/resources/compatibility/search.php.

Hyper-V hardware requirements:

Refer to the Hyper-V 2012 documentation for the hardware requirements:
http://technet.microsoft.com/en-us/library/dn303418.aspx.

At minimum, Mitel virtual appliances running on both VMware and Hyper-V virtual machines require:

»  Currently shipping Intel Xeon E3v2 / E5 / E7 Server Class series processors with a minimum of 4
cores, 2 GHz, Hyper-threading enabled, and Extended Page Table support (http://ark.intel.com/)

* Legacy server technology may also be used but must meet the minimum requirements shown in

Table 4:
Table 4: Minimum hardware requirements
HARDWARE PROCESSOR SERIES
SUPPLIER REQUIRED ADDITIONAL REQUIREMENTS
Intel Xeon® 55xx/56xx/65xx/75xx * 2.26 GHz or better, with a minimum of 4 cores
Series « Hyper-Threading must be enabled in the BIOS (in some
cases, this may be called Logical Processor)
« Intel VT must be enabled in the BIOS
» must use EPT (Extended Page Tables)
AMD Opteron™ 2400 Series « 2.4 GHz or better with 6 cores
* including Rapid Virtualization Indexing technology
Opteron 3200, 4200, 6200 » Supported for vSphere 5.0+
Series

Notes:

1. Intel VT consists of Intel VT-x in the processor, Intel VT-d in the 1/O chip set, and Intel VT-c in the network
adapter chip set. The Intel Xeon 5500 Series incorporates Intel VT as do many newer Intel processors.
Refer to http://ark.intel.com/VTList.aspx.

2. Refer to the Release Notes for the Mitel product version you are using for an up-to-date list of supported
processors.

3. Some processors allow selection of power management modes in BIOS settings (Low Power vs. High
Performance, for example). It is recommended that hosts used to support real-time sensitive applications
such as MiVoice Business and MiVoice Border Gateway, have their BIOS setting configured to maximize
performance. This reduces the risk of voice quality issues and missed interrupts, for example.


http://www.vmware.com/resources/compatibility/search.php
http://ark.intel.com/VTList.aspx
http://technet.microsoft.com/en-us/library/dn303418.aspx

Documentation and Resources

Documentation and Resources

Table 5 lists additional resources and documentation. Mitel documentation is available on Mitel OnLine.

Table 5: Documentation and resources

CONTENT

DOCUMENT OR LOCATION

Detailed MiVoice Business Virtual
engineering information

MiVoice Business Engineering Guidelines for Industry Standard
Servers and MiVoice Business Virtual

MiVoice Business Virtual installation and
administration

MiVoice Business Installation and Administration Guide for MiVoice
Business Virtual

MiVoice Business Virtual known issues

Mitel Virtual Appliance Quick Reference Guide

MiVoice Business Express

MiVoice Business Express Deployment Guide

MiCollab

MiCollab Installation and Maintenance Guide

MiCollab Client Administrator’s Guide

MiCollab Audio, Web, and Video Configuration and Maintenance
Manual

MiCollab Engineering Guidelines

MiCollab Client Engineering Guidelines

MiVoice Border Gateway Virtual installation
and maintenance

MiVoice Border Gateway Installation and Maintenance Guide

MiContact Center Office

MiContact Center Office Technician’s Guide

MiContact Center Business

MiContact Center Business Deployment Guide

MiVoice MX-ONE

MiVoice MX-ONE Virtualization, Description

MiCloud Management Portal (Oria)
deployment

MiCloud Management Portal Installation and Maintenance Guide
MiCloud Management Portal Engineering Guidelines

The main VMware documentation Web page

http://www.vmware.com/support/pubs/

The main VMware vSphere Web page, with
links to documentation, videos, and release
notes

http://www.vmware.com/support/pubs/vsphere-esxi-vcenter-server-p
ubs.html

The VMware Hardware Compatibility guide

http://www.vmware.com/resources/compatibility/search.php

vSphere resource management

VMware vSphere Resource Management Guide

vSphere performance best practices

Performance Best Practices for VMware vSphere

Microsoft Hyper-V documentation

Microsoft Technet Library

Mitel Mass Notification

Mitel Mass Notification Administration Guide

MiContact Center Enterprise

Virtualization Description, MiCC Enterprise


http://www.vmware.com/support/pubs/
http://www.vmware.com/support/pubs/vsphere-esxi-vcenter-server-pubs.html
http://www.vmware.com/resources/compatibility/search.php
http://pubs.vmware.com/vsphere-55/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-55-resource-management-guide.pdf
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.5.pdf
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Deploying Mitel virtual applications on a VMware virtual
infrastructure

12

This chapter describes VMware deployment considerations specific to introducing Mitel virtual
appliances and virtualized applications into your IT infrastructure, including:

“Deploying Mitel virtual applications on a VMware virtual infrastructure” on page 12
“Architecture and topology of Mitel virtual solutions” on page 13

“Deployment considerations” on page 15

“YMware features” on page 40

“Resiliency, high availability, and disaster recovery” on page 42
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Architecture and topology of Mitel virtual solutions

Figure 1 shows the Mitel virtual appliances on the VMware infrastructure, distributed on hardware
servers. Mitel virtual applications deliver capital cost savings associated with the reduction in server
hardware and real estate; operational savings related to the reduction in power and server provisioning
costs; and productivity improvements and resource efficiencies in data center management and risk
mitigation. Additionally, use of VMware availability features enable even higher levels of solution
resiliency, business continuity and disaster recovery.

With virtualized voice, rather than having to handle voice communications with a separate budget and
separate sets of hardware, processes, tools, and often staff, voice can be treated like any other business
application in the data center. Rather than managing boxes, IT managers can manage the overall
services that IT provides to the business, and in the process, reap the benefits and cost savings of a
simplified test, development, and production cycle, streamlined administration, and a single disaster
recovery and business continuity plan that applies to the whole data center.

MiVB MiCollab Web Database
Virtual Virtual Server Apps

VMWARE VSPHERE VIRTUAL INFRASTRUCTURE

IP1595

Figure 1: Mitel virtual applications on VMware Infrastructure

Mitel virtual appliances are bundled with Mitel Standard Linux (MSL) and packaged in Open
Virtualization Format (OVF) for deployment in a VMware environment. Mitel virtual applications are
delivered as OVA (.ova) files, ready to import into a VMware ESXi Hypervisor.

Given the potential complexity of your solution, and the time-sensitivity of the functions, it is important
that the systems be configured to:

» Ensure that the Mitel products work optimally with each other and with your existing infrastructure.
» Ensure that the overall solution is optimized for use with the virtual (VMware) infrastructure.
» Ensure that the VMware servers have the capacity to deliver the standard of service you need.

* Increase the availability of your services and applications.

13
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Figure 2: MiVoice Business Virtual application layer resiliency with vSphere High Availability

This scenario consists of a Mitel Voice Over IP (VOIP) and Unified Communications (UC) virtual solution
in a single data center, similar to the previous scenario. This scenario adds MiVoice Business Virtual
controllers for application layer resiliency that ensures immediate voice recovery, and VMware High
Availability (HA) to provide rapid recovery and return to the primary MiVoice Business Virtual, in the
event the host or virtual machine fails.

MiVoice Border Gateway Virtual application layer resiliency (clustering) ensures immediate availability
of voice connectivity to the service provider. A failed MiVoice Border Gateway Virtual recovers using
HA, restoring full service quickly.

The resumption of voice connectivity occurs in preference to data network connectivity: SIP and PRI
connectivity. In this example, PRI is the front-end to the virtual appliances with a physical Mitel 3300
ICP acting as the media gateway and connection to each of the data centers.
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Deployment considerations

The following considerations will affect the design of your deployment:

“Deployment types” on page 15
“Preparing the VMware infrastructure” on page 16
“VYMware support by Mitel product release” on page 19

“Host server sizing and resource management considerations” on page 20

Deployment types

There are three primary deployment types used for the installation of Mitel virtual applications:

Small and Medium-size Business (SMB)

SMB deployments of virtual applications are usually used in smaller businesses, for server
consolidation. Management is generally not the primary issue, but running Mitel Unified
Communication and Collaboration (UCC) applications on VMware virtual servers offers cost savings
because fewer servers are required.

An SMB deployment is likely to have a small number of host servers, and possibly just a single
stand-alone host. vCenter Server-related functions such as vMotion and HA virtualized environment
availability features may not be present. Mitel applications generally coexist with non-Mitel
applications in SMB environments.

Enterprise

Enterprise-level deployments are used either to fit the Mitel system into the existing virtual IT
infrastructure, or to create a new virtual IT infrastructure specifically dedicated to Enterprise UCC
functions.

An Enterprise-level deployment allows, and generally requires, the addition of VMware vCenter
Server-based management. along with related functions such as vMotion and HA. Mitel virtual
applications usually run on a subset of the available servers, to allow space for vMotion, HA, DRS,
and DPM operations, for example, as required for the installation.

Enterprise deployments may be characterized as Private Cloud, effectively a hosted model,
operated by Enterprise IT, using one of the deployment models discussed below.

Hosted

Rather than setting up a Mitel network on your premises with Mitel hardware and software, you can
have your UCC and other applications hosted in a Service Provider data center, in a Public Cloud,
for a monthly hosting charge or similar billing arrangement, using one of the deployment models
discussed below.

This environment is likely to be a large-scale cloud cluster in which you lease capacity to run your
virtual applications. Sophisticated management, including vCenter Server and related operations,
are usually present, but not directly accessible by the customer.

15
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The Mitel virtual UCC solutions are well-suited to the following deployment models:

Software as a Service (SaaS) - Service Providers or Enterprise IT host the Mitel UCC solution as
a set of software applications within a VMware vSphere shared server infrastructure, and offer it to
customers as a service. There may also be other non-Mitel applications offered as part of the overall
service. Customers, in this context, may be individual end-customers, Mitel resellers managing the
UCC and other applications on behalf of the end-customer, or Enterprise IT (Private Cloud) providing
service to organizations within the enterprise.

Unified Communications as a Service (UCaa$S) - Similar to SaaS, Service Providers or the Enterprise
IT host the Mitel UCC solution as a set of applications within a VMware vSphere shared server
infrastructure, and offer UCC service to customers. Customers may be individual end-customers,
Mitel resellers managing the UCC applications on behalf of the end-customers, or Enterprise IT
(Private Cloud) providing service to organizations within the enterprise.

Infrastructure as a Service (laaS) - Infrastructure providers lease out computing and network re-
sources (for example: vCPU, GHz, RAM, HDD, and network access) required to host the Mitel UCC
solution on their VMware vSphere shared infrastructure. The end customer, or a Mitel reseller acting
ontheir behalf, must handle all aspects of installation, administration, management and maintenance
of the UCC applications.

Customer Premise Equipment - Mitel certified dealers or customers install and configure Mitel UCC
virtual applications in the VMware environment on the customer's premise. The virtual infrastructure
is directly managed by the customer. This is primarily suited to Enterprise and SMB type
deployments.

Preparing the VMware infrastructure
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Regardless of the deployment environment, it is important that the overall VMware infrastructure is
correctly configured to guarantee the highest level of availability and performance.

HOST SERVERS AND CLUSTERING

When deciding on the host server computing environment, and planning how to set up one or more
clusters of virtual machines, consider the following:

Plan for adequate overall computing capacity across the cluster of host servers to accommodate
immediate and foreseeable future needs for overall CPU and memory. This should include availability
plans, if one or more hosts fail. See “Host server sizing and resource management considerations”
on page 20.

Plan to deploy on multiple hosts of similar capacity and compatible processor type within each cluster
so that you can enable Distributed Resource Scheduler (DRS), vMotion, High Availability (HA),
Distributed Power Management (DPM), and other VMware availability and optimization features.

Note: Mitel expects vMotion and Storage vMotion to function properly with Mitel virtual
appliances in accordance with supported configuration from VMware. Similarly, SAN,
VMware Virtual SAN (vSAN), and other storage connectivity is expected to work in
VMware-supported configurations, subject to the I/O requirements listed in Table 8.
Refer to Mitel application-specific Engineering Guidelines documentation (Table 9) for
vMotion host and storage performance requirements.

If you want to use vMotion in a configuration that may be outside these specifications,
contact Mitel Professional Services for assistance.
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» Configure hosts into clusters, with VMware Distributed Resource Scheduler (DRS) enabled. DRS
continuously monitors utilization across a resource pool, and allocates available resources among
virtual machines according to business needs. See “Resiliency, high availability, and disaster re-
covery” on page 42 for more information about DRS.

+ Ensure that all hosts that will be used to run real-time sensitive applications, such as MiVoice
Business Virtual, NuPoint UM Virtual, and MBG Virtual, are configured for maximum performance.
This includes processor and BIOS settings requirements as listed in “Minimum hardware require-
ments” on page 8.

NETWORKING

Follow VMware best practices for configuration of networking capacity and fault tolerance. Mitel
recommends the following minimum guidelines:

»  Supply plenty of bandwidth: 1 Gbit/s across each of at least four physical ports on each host server
is considered the minimum for most deployments.

» Separate the Virtual Local Area Network (VLAN) and IP interfaces for storage traffic (assuming
Storage Area Network (SAN), VMware Virtual SAN (vSAN), Network File System (NFS), or similar
IP storage is used) on a separate VLAN or subnet. This provides adequate throughput for storage
operations, while isolating traffic from other flows. Preferably, as per VMware best practices, you
should configure storage networking on two or more physical ports on the host servers, directed at
different network switches to provide resiliency. You should also consider configuring these ports
for NIC bonding (using Link Aggregation Control Protocol (LACP) or similar) to improve overall
throughput and/or resiliency.

* If VMware vMotion features such as Distributed Resource Scheduler (DRS) and High Availability
(HA) will be used, separate VLAN, IP interface, and multiple physical ports should be used for
vMotion traffic.

* Voice traffic to and from the Mitel virtual appliances should be separate from data traffic. Implement
a dedicated voice VLAN, and support it through multiple physical ports. The same recommendation
applies for physical implementations.

STORAGE

In planning connections to, and stability of, the network storage, consider the following guidelines:

» For networked storage, ensure a robust Storage Network to support storage network traffic with
minimal network delays.

» Ensure adequate throughput and IOPS to support all hosted applications in the storage device.
Refer to the following documentation for detailed requirements.

+  “VYMware vSphere storage setup guidelines for Mitel virtual appliances” on page 126
*  Product-specific documentation, for detailed requirements

*  VMware documentation for storage set-up. VMware Publication: vSphere Storage (for version
number)

» Deploy with support for replication, including remote replication if you plan to implement Site Re-
covery Manager (SRM), or a similar disaster recovery scheme.

17



Mitel Virtual Appliance Deployment

+ Deploy storage with multi-pathing, with a minimum of two physical ports on each host server and
on each of the storage units, directed at different network switches. This provides resiliency.

* RAID protection of all storage is strongly recommended.

Mitel virtual appliances support for various storage architectures matches that of VMware vSphere,
unless specifically stated otherwise. This includes iSCSI, NFS, Fibre Channel, VSAN, VSA (VMware
and other vendors), and host-local storage. Host-local storage has a major limitation in that the virtual
application cannot be moved to a different host server using vMotion for load balancing or maintenance,
or protected by HA. For details, refer to the Mitel documentation for each virtual appliance, available at
Mitel OnLine.

Note: Regardless of the storage technology used, ensure that the storage used by Mitel
applications meets or exceeds the specific requirements of the applications involved, in
terms of IOPS. See Table 8, “VMware required resource reservation and allocation,” on
page 20, and application-specific Engineering Guidelines.

In addition to Network Storage, Mitel supports on-board server storage that can be enabled with VMware
vSphere Storage Appliance (VSA), and is ideal for smaller businesses that have a small data center
and do not want to invest in expensive off-board network storage solutions. VSA allows for support of
HA, DRS, and DPM with on-board server storage for up to three servers. (The three-host limitis imposed
by the VMware implementation of VSA, as of vSphere 5.1.) vMCD Release 6.0 and MiVoice Business
Virtual Release 7.0 support VSA.

Note: VMware VSA may be lower performance than hardware-based high performance
shared storage. If VMware VSAis to be used, ensure that VSA can meet the performance
requirements of the applications using this as storage.

Virtual SAN (vVSAN)

The VMware vSAN storage solution is fully integrated with vSphere. It automatically aggregates server
disks in a cluster to create shared storage that can be rapidly provisioned from VMware vCenter during
VM creation. It is an object-based storage system and a platform for VM Storage Policies designed to
simplify virtual machine storage placement decisions for vSphere administrators. It is fully integrated
with core vSphere features such as VMware vSphere High Availability (vSphere HA), VMware vSphere
Distributed Resource Scheduler™ (vSphere DRS) and VMware vSphere vMotion®.

Its goal is to provide both high availability and scale-out storage functionality. It can also be considered
in the context of quality of service (QoS) because VM Storage Policies can be created that define the
level of performance and availability required on a per-virtual machine basis. See “VMware vSphere
storage setup guidelines for Mitel virtual appliances” on page 126.

VMware recommends a 10 GbE network for this feature.

Table 6: Comparing VSA and vSAN

ATTRIBUTES VSPHERE STORAGE APPLIANCE (VSA) VIRTUAL SAN (VSAN)

Description Low cost, simple shared storage for small Scalable, distributed storage designed for
deployments. virtualized and cloud environments.

Form Factor Virtual appliance Built-in vSphere kernel
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ATTRIBUTES

Table 6: Comparing VSA and vSAN

VSPHERE STORAGE APPLIANCE (VSA)

VIRTUAL SAN (VSAN)

Ideal targets

+ Small SMB

» Remote Office/Branch Office (ROBO)
deployments

* Enterprise
e Commercial

Scalability » 2-3 vSphere servers * Minimum of three hosts in deployment
» Does not scale beyond three hosts + Scalable to vSphere cluster size
maximum
Performance No Solid State Drive (SSD) - low Solid State Drive (SSD) caching - high

performance

performance

Functionality

« Simple to install and configure

» Scales up to about 16 TB of usable
storage

VMware support by Mitel product release

» vCenter-integrated management

» SSD caching and intelligent data
placement

* Rapid storage provisioning

+ Scaling for large deployments
» Granular scaling

* Policy-based management

Table 1, “VMware version support,” on page 5 shows the vSphere releases that are supported by Mitel
virtual appliance releases. The following table shows compatibility with the VMware tools and
applications.

Table 7: VMware feature compatibility by Mitel product - latest Mitel releases

SITERECOVERY VCLOUD VCNS (VSHIELD
MANAGER'2  HORIZON VIEW? DIRECTOR EDGE)
Mitel Mass Notification not not not not
compatible compatible compatible compatible
MiVoice Business 9.4 7.0,6.7,6.5, 6.0, 6.1,5.3 5.5 51
5.5
MiCollab 9.4 SP1 7.0,6.7 N/A 55 5.1
MiCollab Client 9.4 SP1 7.0,6.7 8.3,8,7.11 55 5.1
MiVoice Border Gateway 11.0 6.7,6.5,6.0 6.1 55 5.1
5.5 5.3 5.1
MiContact Center Office 6.2 not not not not
SP1 compatible compatible compatible compatible
MiCloud Management Portal not not not not
(Oria) 6.0 compatible compatible compatible compatible
Platform Manager
MiCloud Management not 6.1 5.5, 5.1 5.5,5.1
Gateway 5.0 compatible 53,52
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Notes:

1. MCDs and vMCDs using MCD clustering and IP Trunks are not compatible in SRM for versions earlier than
MiVoice Business Release 7.0. Only SIP trunks and standalone vMCDs inter-operate with SRM. A
deployment configuration has been tested with MiVoice Business Virtual that uses resiliency along with
SRM for MiVoice Business Virtual Release 7.x.

After SRM recovery—that is, after the system becomes active on the recovery site—you must configure

and test SRM at the recovery site to ensure the ability to move back to the original site or other alternate

site. Then you can use SRM to move the system back to the original site.

Host server sizing and resource management considerations

When setting up your environment in preparation for deployment of Mitel virtual appliances, you must

consider host sizing and resource management.

Table 8 shows the resource allocation and resource reservation requirements for each of the Mitel virtual

appliances.

Refer to the Engineering Guidelines for each product for more detailed information about deployment
of the virtual version.

Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE MAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 1/0 1/0 CALLS
ESXi15 70,67, 1 2GHz 20GB
6.5,6.0,
55
CURRENT RELEASES
MiVoice 9.4 250 devices® 2 20GB 2GHz 15GB 25Mb/s 28 IOPS
\B/i‘flzg‘fgss 1500 devices® 3  20GB 3GHz 20GB 25Mb/s 28 I0PS
2500 devices’ 4 20GB 5GHz 20GB 50Mb/s 28 IOPS
5000 devices @ 6 20GB 8GHz 20GB 100 Mb/s 56 IOPS

Embedded N/A  include  N/A N/A 3Mb/s 36 IOPS

Voice Mail? d
MiVoice 9.4 250 devices® 2 20GB 2GHz 3GB  25Mb/s 28 I0OPS
Business —
Virtm Plus 1500 devices 3 20GB 3GHz 3GB 25Mb/s 28 I0OPS
MPA (also 2500 devices’ 4 20GB  5GHz  3GB  50Mb/s 28 IOPS
MBA/iCall —
Suite)?® 5000 devices 6 20GB 8GHz 3GB 100Mb/s 56 IOPS

Embedded N/A  include  N/A N/A 3Mb/s 36 IOPS

Voice Mail? d
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 110 110 CALLS
MiVoice 19.3 Small (Upto 4 100GB 25GHz 4GB 80 50 100
Connect 100)
Medium (Upto 4 200GB 2.5GHz 4 GB 105 70 200
500)
Large (Upto 4 500 GB 2.5 GHz 8 GB 130 90 250
2500)
MiVoice - 7.4 SP2 500 users 2 100GB 1.0GHz 8.0GB
MX-ONE 1000 users 3 100GB 1.5GHz 8.0GB
2500 users 4 120GB 2.0GHz 10GB
5000 users 6 120GB 3.5GHz 12GB
7500 users 6 120GB 4.0GHz 14GB
10000 users 8 180GB 4.0GHz 16GB
15000 users 8 180GB 6.0GHz 20GB
MiVoice 7.0 1200 users 1 32GB 1.5GHz 2GB 1 MB/s 125 IOPS
Office 4002
MiVoice 8.0 20,000 12 - 85GHz 12GB
500012
15,000 8 90GB 6.0 GHz 8 GB
10,000 6 90GB 4.5GHz 6 GB
4000 4 90 GB 3.0GHz 4GB
2000 2 90GB 1.5GHz 2 GB
1000 1 90GB 05GHz 1.5GB
MiVoice 5000 71 1500 1833 10GB 3 GHz 2GB 34 kbps 2.6 kbps
(EX/GX MHz
Gateway)
MiVoice 5000 3.5 50 sites /10 000 4 200 2,4GHz 4 Go
Manager users Go?20 or minimu
similar m/16
compati Go
ble with  recomm
the OS ended
10 sites / 1000 4 100 2,4GHz 4 Go
users Go20 or
similar
compati
ble with
the OS
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 110 10 CALLS
MiCollab 9.3 250 users® 2 50GB 2GHz 70GB 15MB/s 85I0PS
Virual 1500 users? 4 90GB 4GHz 90GB 5MB/s 100 I0PS
Multi-App
2500 users 6 90GB 7GHz 10.0GB 6 MB/s 150 IOPS
5000 users 8 90GB 9GHz 180GB 8MB/s 200 I0PS
MiCollab 8.0 5000 users
Virtual
Single-App
Audio Web 9.3 500 ports 8 90GB 6GHz 16.0GB 5MB/s 120 IOPS
Video
Conference
(in MiCollab)
MiCollab 9.3 5000 users 8 90GB 8GHz 16.0GB 1MB/s 200 I0PS
Client (in
MiCollab)
NuPoint UM 10.3 120 ports 8 90GB 5GHz 16.0GB 1.6MB/s 80I0PS
(in MiCollab)
MiCollab 9.3 5000 users, 250 8 90 GB 12.5 18.0GB 2.8MB/s 200 I0PS
Multi Tenant tenants GHz
MiCollab 9.3 250 users 2 40GB 1GHz 5.0 GB
Client 1500 4 40GB 15GHz 7.0GB
Standalone
2500 6 90GB 3 GHz 8.0 GB
5000 users 6 90GB 35GHz 10.0GB 1.5MB/s 200 I0PS
Mitel Mass 6.5 <500 Desktops 2 40GB 2.3 GHz 4 GB
Notification or 1000
contacts
>500 Desktops 4 100GB 5GHz 8 GB
or 1000
contacts
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE AX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE  LEASE CAPACITY VCPU  DISK CPU MEMORY /0 1o CALLS
MiVoice 11.4 125 devices 1 20 GB 1 GHz 1GB 1.7 MB/s 4 10PS 60
Border @6ccs/device13
Si?ttj;‘l’?y 250 devices 2 20GB 2GHz 2GB 17MB/ls 4IOPS 125
@6ccs/device '3
1250 devices 3 40 GB 5 GHz 2GB 5 MB/s 27 I0PS 250
@6ccs/device'3
2500 devices 4 40GB 6GHz 3GB 5 MB/s 27 IOPS 500
@6ccs/device13
2500 devices 4 40GB 6 GHz 16 GB 5 MB/s 27 IOPS 500
@6ccs/device '3
5000 Web
Proxy Channels
5000 devices 4 40GB 6 GHz 4GB 5 MB/s 27 IOPS 500
@3ccs/device'3
5000 devices 4 40GB 6GHz 16 GB 5 MB/s 27 IOPS 500
@:Sccs/device13
5000 Web
Proxy Channels
5000 devices 6 40GB 9GHz 4GB 5 MB/s 27 IOPS 830
@6ccs/device13
5000 devices 6 40 GB 9 GHz 16 GB 5 MB/s 27 IOPS 830
@6ccs/device '3
5000 Web
Proxy Channels
8000 devices 6 40 GB 9 GHz 4GB 5 MB/s 27 IOPS 830
@3ccs/device'3
8000 devices 6 40GB 9GHz 16 GB 5 MB/s 27 IOPS 830
@:Sccs/device13
5000 Web
Proxy Channels
SIP trunk only 2 20GB 2GHz 2GB 1.7MB/s 4I0PS 200
200 channels
SIP trunk only 4 40GB 6GHz 3GB 5MB/s 27 IOPS 500
500 channels
SIP trunk only 6 40 GB 9 GHz 4GB 5 MB/s 70 IOPS 830
830 channels
MiContact 6.2SP1  Entry level® 2  40GB 2GHZ® 20GB° 27MB/s 17 I0PS
S&”JZIF Office ('éso>)<i Mid-range® 2 100GB 2GHz° 40GB° 3MBis 46 I0PS
' Enterprise® 2 200GB 2GHz? 4.0GB° 3MB/s 46I0PS
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU  DISK CPU MEMORY 110 110 CALLS
MiContact 9.4 Large 8 600 8GHz'® 32GB 2.0MB/s 721I0PS
Center GB?®
Business
Medium 4 400 4GHz' 16GB - -
GB25
Small 2 200 2GHz' 8GB - -
GBZS
MiCCB 9.4 Large 4 120GB 8GHz'® 80GB 0.7MB/s 45I0PS
Remote IVR
MiContact 9.5 SP3 MiCC 8 200GB 1.0GHz 8.0GB 0.1MB/s 20I0PS
Center Enterprise
Enterprise Server
3000 agents
~40k CPH
4 OAS/TAS 4 80GB 3.0GHz 4 GB 0.1 MB/s 15 IOPS
Server
DB Server 4 200GB 25GHz 8.0GB 0.2MB/s 15 I0PS
4 Media Servers 4 72 GB 4 GB 2 MB/s 2 IOPS
MiVoice 8.0 250 users 2 40GB 25GHz 80GB 20Mb/s 95I0PS™
E”S'”es‘h 500 users 4 B80GB 5GHz 80GB 4.0Mb/s 120I0PS
Xpress
MiCloud 6.0 1k customers, 50 GB 4 GHz 8 GB 0.4 MB/s 26 IOPS
Management 100k users, 5k
Portal (Oria) users/ customer
Platform 6.0 Customer 50 GB 8 GB 0.5MB/s 200 IOPS
Manager instance
creation
6.0 File Server 2 150 GB 8 GB
MiVoice Call 9.2 SP7 50 ports 2 100GB 2 GHz 4 GB
22
Recording 100 ports 4 100GB 4GHz 6GB
200 ports 8 100 GB 8 GHz 8 GB
750 ports 12 100GB 12 GHz 8 GB
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 1o 1o CALLS
Open 4.0 1500 apps 2 20 GB 1 GHz 4 GB 0.8 MB/s 40 IOPS
Integration Up to 100
Gateway networked
Virtual MiVoice
Business
500 apps 2 20GB  1GHz 4GB 0.8 MB/s 40 I0PS
Up to 250
stand-alone
MiVoice
Business
MiCloud 5.0 Up to 100 1 10GB 1GHz 1GB
Management customers/
Gateway VLANs
Up to 1000
connections
MiVoice 6.3 SP5 250 users 1 80GB 0,5GHz 1GB
Office 250
PS-1
MiVoice 9.0 50 nodes 4 45-165 3 GHz 1.0-2.0
Enterprise GB" GB
Manager®
PREVIOUS
RELEASES
MiVoice 9.3,9.2, 250 devices* 2 20GB 2GHz 1.5GB 25 Mb/s 28 IOPS
Business 9.1SP1, 2
Virtual® 9.1SP2, 1500 devices 3 20GB 3 GHz 20GB 25 Mb/s 28 IOPS
9.0 SP1, 2500 devices* 4 20GB 5GHz 20GB 50 Mb/s 28 IOPS
9.0, 5000 devices* 6 20GB 8 GHz 20GB 100 Mb/s 56 IOPS
8.0 SP3,
Embedded include 3 Mb/s 36 IOPS
8.0SP2,  yoice Mail? d
8.0 SP1,
8.0,
7.3+,
7.2,71,
7.0
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 110 /10 CALLS
MiVoice 19.3 Small (Upto 4 100GB 25GHz 4GB 80 50 100
Connect 100)
Medium (Upto 4 200GB 25GHz 4GB 105 70 200
500)
Large (Upto 4 500GB 25GHz 8GB 130 90 250
2500)
19.2 Small (Upto 4 100GB 25GHz 4GB 80 50 100
SP3 100)
Medium (Upto 4 200GB 25GHz 4GB 105 70 200
500)
Large (Upto 4 500 GB 2.5 GHz 8 GB 130 90 250
2500)
19.2 Small (Upto 4 100GB 25GHz 4GB 80 50 100
SP2 100)
Medium (Upto 4 200GB 25GHz 4GB 105 70 200
500)
Large (Upto 4 500GB 25GHz 8GB 130 90 250
2500)
19.2 Small (Upto 4 100GB 25GHz 4GB 80 50 100
SP1 100)
Medium (Upto 4 200GB 25GHz 4GB 105 70 200
500)
Large (Upto 4 500GB 25GHz 8GB 130 90 250
2500)
19.2 Small (Upto 4 100GB 25GHz 4GB 80 50 100
100)
Medium (Upto 4 200GB 25GHz 4GB 105 70 200
500)
Large (Upto 4 500GB 25GHz 8GB 130 90 250
2500)
19.1 Small (Upto 4 100GB 25GHz 4GB 80 50 100
SP1 100)
Medium (Upto 4 200GB 25GHz 8GB 105 70 200
500)
Large (Upto 8 500GB 25GHz 12GB 130 90 400
2500)
19.1 Small (Upto 4 100GB 25GHz 4GB 80 50 100
Sp2 100)
Medium (Upto 4 200GB 25GHz 8GB 105 70 200
500)
Large (Upto 8 500GB 25GHz 12GB 130 90 400
2500)
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 110 110 CALLS
MiVoice 7.4 SP1 500 users 2 100GB 1.0GHz 8.0GB
MX-ONE'2 1000 users 3 100GB 1.5GHz 8.0GB
2500 users 4 120GB 2.0GHz 10GB
5000 users 6 120GB 35GHz 12GB
7500 users 6 120GB 40GHz 14GB
10000 users 8 180GB 4.0GHz 16GB
15000 users 8 180 GB 6.0GHz 20GB
7.0 500 users 2 100GB 1.0GHz 8.0GB
1000 users 3 100GB 1.5GHz 8.0GB
2500 users 4 120GB 2.0GHz 8.0GB
5000 users 6 120GB 3.5GHz 8.0GB
6.3SP2, 500 users 2 60GB 1.0GHz 4.0GB
SP1 1000 users 2 60GB 1.5GHz 4.0GB
2000 users 2 60GB 2.0GHz 4.0GB
3000 users 2 60GB 25GHz 4.0GB
4000 users 3 60GB 3.0GHz 4.0GB
5000 users 4 60GB 4.0GHz 4.0GB
MiVoice 6.2,6.1 1200 users 1 16GB 15GHz 2GB 1MB/s  12510PS
Office 400'2  HF3,
6.1,
6.0 SP1
5.0
MiVoice 72,71, 20,000 12 - 85GHz 12GB
5000 7'%2'5' 15,000 8 90GB 6.0GHz 8GB
10,000 6 90GB 45GHz 6GB
4000 4 90GB 3.0GHz 4GB
2000 2 90GB 15GHz 2GB
1000 1 90GB 05GHz 1GB
MiVoice 5000 7.0 1500 1833 32GB 3GHz 2GB 34 kbps 2.6 kbps
(EX/GX MHz
Gateway)
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Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE VIAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY /0 /0 CALLS
MiCollab 9.2+, 250 users® 50 GB 2 GHz 50GB 1.5MB/s 85I0PS
Virtual 9.1+, 7
Multi-App3 9.0+ 1500 users 90 GB 6 GHz 9.0 GB 5 MB/s 100 IOPS

2500 users 90GB 9GHz 100GB 6MB/s 150I10PS

5000 users 90GB 12GHz 18.0GB 8MB/s  200I0PS

8.0, 90GB ©6GHz 7.0GB 5MB/s 100 IOPS

4
7.3+, 1500 users

90GB 9 GHz 8.0 GB 6 MB/s 150 IOPS
7.0

2
4
6
8
8.1+, 250 users* 2 50GB 2GHz 50GB 15MB/s 85I0PS
4
6
8

72,71, 2500 users
5000 users 90GB 12GHz 16.0GB 8 MB/s 200 IOPS

MiCollab 9.2+, 5000 users 6

Virtual 9.1+,
Single-App 9.0+,
8.1+,
8.0,
7.3+,
7.2

71,7.0

Audio Web 9.2+, 500 Ports 8 90 GB 6 GHz 18.0GB 5 MB/s 120 IOPS
Video 9.1+
Conference

(in 9.0+ 500 Ports 8 90GB 6GHz 16.0GB 5MB/s 120I10PS
MiCollab) 8.1+
8.0+
6.3+ 6.2
6.1
6.0

MiCollab 9.2+, 5000 Users 8 90GB 8GHz 18.0GB 1MB/s 200I0PS
Client (in 9.1+
MiCollab)

9.0+ 5000 Users 8 90GB 8GHz 16.0GB 1MB/s 79 IOPS

8.1+
8.0+
7.3+

7.2

7.1
7.0
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Deployment considerations

Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE MAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY /10 /10 CALLS
NuPoint 10.0+ 120 Ports 8 90GB 5GHz 180GB 1.6MB/s 80I0OPS
UM (in 9.0+ 120 Ports 8 90GB 5GHz 160GB 1.6MB/s 45I0PS
MiCollab) 83
8.2
8.1
8.0
vMcD? 6.0 150 users? 2 20GB 1GHz 15GB 25MB/s 28I0PS
6.0SP1 1500 users? 3 20GB 3GHz 20GB
6.0 SP2 =500 users? 4 20GB 5GHz 20GB 50MB/s 28I0PS
Embedded include 2 MB/s 24 |IOPS
Voice Mail? d
MiCollab 72,71, 250 users? 2 40GB 2GHz 50GB 1.7MB/s 44I0PS
Virtual 6.0 7
Multi-App® 6.0.5P1 1500 users 4 80GB 6GHz 7.0GB 5MB/s 91I0PS
3000 users 8 90GB O9GHz 80GB 8MB/s 190I0PS
NuPoint UM  8.3,8.2, 60 ports 2 130GB 2GHz 40GB 0.6MB/s 39I0PS
Virtual 8.1, 8.0,
Standalone® 20 120 ports 4 260GB 4GHz 6.0GB 1.6MB/s 45I0PS
240 ports 8 5206B 8GHz 80GB 3MB/s 98I0PS
vNuPoint UM 6.0 SP1 60 users 2 130GB 2 GHz 4 GB
6.0 120 users 4 250GB 4GHz 6.0GB
MiCollab 7.2 SP1 250 users 2 40GB 1GHz 5.0GB
Client 1500 4 40GB 15GHz 7.0GB
Standalone
2500 6 120GB 3GHz 8.0GB
5000 users 6 120GB 35GHz 100GB 1MB/s 79 I0PS
MiCollab 7.1,7.0, 5000 users 6 120GB 8GHz 160GB 1MB/s 79I0PS
Client 6.0 SP3
Standalone
vUCA 6.0 SP1 2 30GB 2GHz 20GB
6.0, 5.0
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Mitel Virtual Appliance Deployment

Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE MAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY 1/0 1/0 CALLS
MiVoice 11.3, 250 users'3 1 20GB 1GHz 1.0GB 1.7MB/s 4I10PS
Border M2, 5500 users™® 3 40GB 5GHz 20GB 5MB/s 27 I0PS
Gateway 111,
Virtual® 11.0,
10.0,
9.4,9.3,
9.2,9.1,
8.1 SP1
10.1,  SIP trunk only 3 40GB 45GHz 20GB 5MB/s  27I0PS
10.0 500 SIP
channels
10.1,  SIP trunk only 1 20GB 1GHz 1.0GB 1.7MB/s 4I0PS
10.0, 9.1 200 SIP
channels
11.0 SIP trunk only 6 40GB  9GHz 4GB 24MB/s 70I0PS 830
830 channels
11.2 WebRTC 170 4 40GB  6GHz 4GB 4MB/s  2910PS 170
Channels
8.0,7.1. 150 users'? 1 20GB  1GHz 1.0GB
7.0 2500 users'3 3 40GB 5GHz 2.0GB
vCSM 6.0 Entry level® 2 40GB 2GHZ® 20GB°
Mid-range® 2 100GB 2GHZz® 4.0GB°
Enterprise® 2 200GB 2GHz? 4.0GB°
MiContact 9.3.x,9. Large 8 600GB 8GHz'® 32GB 20MB/s 110I0PS
Center 2.X, (average)
Business %B")‘(’ Medium 4 400GB 4GHz'® 16GB ; ;
Small 2 200GB 2GHz' 8GB - -
MiCCB 9.3.x,9. Large 4 120GB 8GHz' 80GB 0.7MB/s 45I0PS
Remote IVR 2.X,
9.1.x,
9.0.x
MiContact 9.5 MiCC 8 200GB 1.0GHz 80GB 0.1MB/s 20I0PS
Center Enterprise
Enterprise Server
(formerly 3000 agents
Solidus) ~40k CPH
4 OAS/TAS 4 80GB 30GHz 4GB 0.1MB/is 15I0PS
Server
DB Server 4 200GB 25GHz 80GB 0.2MB/s 15I0PS
4 Media Servers 4 72 GB 4GB 2 MB/s 2 IOPS
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Deployment considerations

Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE AX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU  DISK CPU MEMORY 110 1o CALLS
Open 3.1,3.0 1500 apps 2 20 GB 1 GHz 4 GB 0.8 MB/s 40 IOPS
Integration Up to 100
Gateway networked
Virtual MiVoice
Business
500 apps 2 20 GB 1 GHz 4 GB 0.8 MB/s 40 IOPS
Up to 250
stand-alone
MiVoice
Business
Open 2.2 1 MiVoice 2 20 GB 1 GHz 4 GB 0.1 MB/s 4 10PS
Integration Business
Gateway 500 apps
Virtual
up to 250 2 20 GB 1 GHz 4 GB 0.1 MB/s 18 IOPS
MiVoice
Business
MiVoice 7.3+, 250 users 2 40GB 25GHz 8.0GB 2.0 Mb/s 95 I0PS'8
Business - 7.2, 7.1, "800 users 4 80GB 5GHz 80GB 40Mb/s 120 I0PS
Express 7.0
MiCollab with 6.0 250 users 2 40GB 25GHz 6.0GB 0.6MB/s 5310PS'8
14
Voice 500 users 4 80GB 5GHz 80GB 25MB/is 120 I0OPS
vucc™ 5.0 SP1 250 users 2 40 GB 2.5GHz 6 GB 15 MB/s 21014
5.0 150 users 9 MB/s IOPS
122 IOPS
vuIC 3.0 1 10GB  None'®  None™
Oria Virtual 5.3+, 1k customers, 4 50 GB 4 GHz 8 GB 0.4 MB/s 26 IOPS
52,51 100k users, 5k
users/ customer
Oria Virtual 5.0SP1, 10,000 nodes 4 50GB 4 GHz 6 GB
5.0
Oria Virtual ~ 4.x,3.3 10,000 nodes 4 50GB None'® 6GB
MiVoice Call 9.2 SPx 50 ports 2 100GB 2 GHz 2 GB
Recording 200 ports 8 100GB 8GHz 8GB
750 ports 12 100GB 12 GHz 8 GB
9.1 SPx 25 ports 2 100GB 2GHz 2GB
9.1 50 ports 3 100GB 3GHz 2GB
9'%?;3)( 750 ports 12 100GB 12 GHz 8 GB
8.1 SP1 25 ports 2 100GB 0 GHz 4 GB
350 ports 4 100GB 0 GHz 8 GB
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Mitel Virtual Appliance Deployment

Table 8: VMware required resource reservation and allocation

RESOURCE EXPECTED MAXIMUM
CONFIGURATION RESERVATIONS USAGE MAX
VIRTUAL RE- SYSTEM NETWORK STORAGE SIMULTANEOUS
APPLIANCE LEASE CAPACITY VCPU DISK CPU MEMORY /0 /0 CALLS

MiContact 6.1.6.0  Entry level® 2 40GB 2GHZ° 20GB° 27MB/s 17I10PS
Sﬁ,ﬁ:{ Office Mid-range® 2  100GB 2GHZz° 40GB° 3MB/s 46 I0PS

Enterprise® 2 200GB 2GHz? 4.0GB° 3MB/s 46I10PS
MiVoice 6.2 SP2 250 users 1 80GB 0,5GHz 1GB
Office 250
PS-1
Enterprise 7.0 4 45-165 1.0-2.0
Manager6 GB" GB

Notes:

1. The VMware Hypervisor consumes resources from the platform it is running on: 1 vCPU, 2.0 GBytes RAM, 2
GHz CPU.

2. Voice Mail is based on twelve active channels. Resource usage is additional to that needed by the MiVoice
Business Virtual. (For lower numbers of users in vMCD, voice mail was based on eight active channels.)

3. The CPU, Memory, Storage Capacity, and CPU/memory reservations are set to their defaults at installation time.
The network and storage capacity are estimates of what is required to achieve the best voice quality. Changing
the Virtual Machine settings from vSphere may result in performance degradation or voice quality issues. This
applies to all of the appliances that handle voice traffic, including MiVoice Business Virtual, NuPoint Virtual, MBG
Virtual, MiCollab Virtual, and MiVoice Business Express.

4. The CPU reservation can be altered to support different system configurations. Note that the MiVoice Business
5000 user configuration is not available in the OVA, and must be configured manually. See “Increasing resources
for larger dimensions” on page 34.

5. Each virtual machine has an additional memory cost—overhead needed by VMware Hypervisor to manage it.
The overhead amount is based on the memory allocated and the number of vCPUs. In ESXi 5.0, the memory
overhead for a VM of the size of Mitel virtual appliances ranges from 100 MB to as high as 500 MB each. Refer
to vSphere Resource Management documentation.

6. Though not packaged as an OVA, these virtual appliances consume the resources specified here. The Memory
number is not a reservation, but a recommendation of what should be made available.

7. Hard disk space required depends on Operating System: Windows Server 2008 R2 (32/64 bit) requires 32 GB;
Windows Server 2003 (32 bit) requires 16 GB; Windows 7 Enterprise, Professional, or Ultimate (32/64 bit) requires
25 GB; Windows XP Pro SP3 (32 bit) requires 10 GB.

8. MiContact Center Office ships with entry-level settings.
MiContact Center Office uses the Normal setting for CPU Shares and Memory Shares.

10. Although no resource reservations are required for Oria 4.0 SP2, it is recommended that the reservations noted
above be applied manually for Oria 5.0+.

11. MiVoice Enterprise Manager